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ABSTRACTThe Exact Diagonalization method is a powerful numerical tool to study Quan-tum Many Body systems on �nite clusters. In particular, using this technique onecan accurately calculate energy and momentum dependent dynamic correlation func-tions which are observable in scattering experiments, such as Neutron Scattering,Raman Scattering, and Photoemission Spectroscopy which measures the spectralfunction of the system. Here we give an outline of the Lanczos method with specialemphasis on the evaluation of dynamical quantities.In this thesis, we apply this method to two-dimensional models of strongly corre-lated electrons which are believed to describe the physics of the recently discoveredcuprate high-Tc compounds. We show that simple models of strongly correlated elec-trons, such as the Hubbard and the t-J model, can account for some normal stateproperties of these materials. In particular, the occurance of photoemission bandswhich are introduced by short-range antiferromagnetic correlations is discussed.The precursor materials of the cuprate superconducters are antiferromagnets.Here, we address the properties of antiferromagnets as they evolve from an insulatingto a metallic phase upon doping. We focus on the shape of the Fermi surface atsmall hole doping and on the inuence of long-range Coulomb interactions on theoccurance of superconducting and charge density wave phases.We also investigate systems in one spatial dimension where mechanisms similarto the ones in higher dimensions can be studied on larger clusters. However, therexii



are some signi�cant dimension dependent di�erences, e.g. in contrast to the two-dimensional case, one-dimensional antiferromagnets exhibit a gapped spectrum ifthe participating spins have integer value. We discuss the physics of these `Haldane'chains. The calculated spectra for these materials are in excellent agreement withrecent Neutron Scattering Experiments.The e�ect of random exchange interaction in quantum antiferromagnets is alsodiscussed. We show that such interactions do not necessarily induce an exponentialdecay in the spin correlations. Also, we argue that random exchange interactionscan be induced by phononic disorder and might be responsible for the lineshape ofRaman spectra observed in the cuprates. Our calculated Raman spectra are in goodagreement with recent experiments on various cuprate precursors.
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CHAPTER 1INTRODUCTIONIn 1986, the discovery of a new class of perovskite materials which undergoa superconducting phase transition at a temperature around 30K initiated a re-newed e�ort to understand the physics of strongly correlated electronic systems.[1]Since the generation of the �rst compound La2�xBaxCuO4 (where `x' indicates thevariable number of Ba dopants replacing La), many similar materials have beensynthesized.[2] The compound HgBa2Ca2Cu3O8+� has the currently known high-est critical temperature, Tc, of about 133K. Since the critical temperature belowwhich these materials become superconducting is between one and two orders ofmagnitude larger than for previously known superconductors (e.g. Pb), they arecommonly referred to as high-Tc superconductors. There has been much progress incharacterizing the thermodynamic behavior (i.e. magnetic susceptibility and heatcapacity) and some of the microscopic properties (i.e. using Neutron Scattering andPhotoemission spectroscopy) of these compounds.[3] However, there has not beenmuch general agreement on the microscopic mechanisms which ultimately lead tothe formation of a superconducting condensate in these compounds.Contrary to previously known superconductors, the high-Tc superconductorsshow strong magnetic correlations throughout their phase diagram.[4] The presenceof magnetic instabilities is indicative of strong Coulomb interactions between the1



2conduction-band electrons. A generic phase diagram for these materials is shown inFig. (1.1).[5]
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Figure 1.1: Phase diagram for an electron-doped and a hole-doped high-Tc super-conductor.[5] Antiferromagnetic (AFM), superconducting (SC), and spin-glass (SG)phases are shown. The areas marked \p-type" (+) and \n-type" (-) correspond topositive and negative charge carriers in the material as determined by Hall measure-ments.There are two kinds of cuprate compounds which are commonly distinguishedwith regard to what kind of charge carriers they can be doped with, namely elec-trons (i.e. Nd2�xCexCuO4�y) or holes (i.e. La2�xSrxCuO4). The undoped parentcompounds are in an antiferromagnetically ordered phase. Upon introduction ofcharge carriers into the system the long-range antiferromagnetism is destroyed, e.g.typically the magnetically ordered phase vanishes beyond a hole-doping level of�h � 2%. For electron-doped materials, the antiferromagnetic phase typically per-sists a little further up to electron-doping levels of �e � 12%. However, short-rangeantiferromagnetic uctuations persist much further into the phase diagram as will



3be discussed below. A possible explanation for the asymmetry of the antiferromag-netic phases in Fig. 1.1 is that in the hole-doped materials the dopant- holes go ontothe oxygen atoms, while in the electron-doped materials dopant-electrons tend tooccupy the copper sites (as will be discussed below in detail). It seems that the non-magnetic regions in the material created by hole-doping are more extended than forelectron-doping, leading to an earlier break-down of the magnetically ordered phase.Between �h � 5%� 30% there exists a superconducting phase with a maximumcritical temperature around x�0.15 (optimal doping) in La2�xSrxCuO4. Similarily,there is an optimum doping of �e � 15% (x=0.15) for Nd2�xCexCuO4�y. Both inthe hole and electron-doped phase diagrams, superconductivity occupies a relativelysmall region compared to antiferromagnetism, and thus in theoretical studies it maybecome important to isolate the proper energy scales of the pairing mechanismresponsible for superconductivity from those causing the bulk magnetic properties.(In La2�xSrxCuO4 an additional spin-glass phase around �h � 4% has been reported,which extends over a very small region in the phase diagram.)One of the most challenging problems posed by this new class of materials is thatbecause of their inherent strong electronic correlations it is not obvious that LandauFermi Liquid theory - which has been very successful in the context of metals - isapplicable here.[6] Fermi Liquid Theory makes predictions about thermodynamicobservables and transport properties which cannot be reconciled with experimentson the high-Tc compounds. Most signi�cantly, a linear temperature dependence ofthe normal state resistivity (in the vicinity of optimal doping) has been establishedto be a universal property of these materials, while Fermi Liquid Theory predicts� / T 2. This observation is also very di�erent from � / a+ bT 5, which is valid for



4conventional superconductors and can be understood in terms of electron-phononscattering. Another puzzling experimental fact is that the Hall angle seems todepend quadratically on temperature, i.e. �xx�xy / T 2.[7]In our studies, we will mainly be concerned with the dynamical properties ofmaterials whose physics is believed to be dominated by strongly correlated elec-trons such as quantum magnets and superconductors in their normal state. Forthis purpose, we study model Hamiltonians which are believed to capture the es-sential physics of these systems. In the second part of this chapter, we discuss themicroscopic origin of these models. Typically, many degrees of freedom have to beintegrated out of the original problem to make it accessible to present day computercapacities. The strongest common feature of all high-Tc compounds is the presenceof CuO2 planes. Thus, most models address solely these planes. However, inter-plane interactions might be important in the formation of hole pairs and are subjectof much attention recently.1.1 Strongly Correlated Electrons in Magnets and High-TemperatureSuperconductorsIn this section, we discuss the chemical structure of some quasi two-dimensionalcuprate superconductors and of a quasi one-dimensional spin-1 antiferromag-net. Here, the dimensionality assigned to the materials corresponds to stronganisotropies, e.g. the dominant exchange integral in the cuprates is found to liein 2D CuO2 sheets common to all high-Tc compounds, while the out-of-plane ex-change constant is believed to be several orders of magnitude smaller. Similarily,the exchange integrals for the spin-1 antiferromagnet NENP are highly anisotropic,



5i.e. they are negligible in all but one direction. Anisotropies of the magnitude foundin the cuprates are not present in conventional superconductors such as Nb or Pb.It is remarkable that all high-Tc compounds apparently have two features incommon :� The dominant physical processes (charge transport, antiferromagnetic ex-change ...) that participate in the formation of the superconducting condensateare believed to be con�ned to the CuO2 planes, while the out-of-plane atoms(e.g. Ba, O, La, ...) serve only as charge reservoirs. Upon doping the insu-lating parent compounds, the out-of-plane atoms provide charge carriers tothe CuO2 planes. However, some researchers believe that out-of-plane opticalphonon modes are also important for the occurance of superconductivity.� In their undoped regime, the cuprates develop long-range antiferromagneticorder. Upon doping, this order is rapidly destroyed. However, even withoutstrict long-range order, the spin correlation length can be large in the normaland superconducting phases producing a local arrangement of magnetic mo-ments that at short distances di�ers very little from that observed below theN�eel temperature in the insulating regime.There also seems to be a correlation between the number of neighboring CuO2planes and the optimal value for the critical temperature, e.g. Tl2Ca2Ba2Cu3O10which has a large Tc of 125K, has three adjacent CuO2 planes, while La1:85Sr0:15CuO4with only one CuO2 layer has a Tc of 39K. Also, although there is only little variationamong the cuprates with regard to the Cu-O bond length (within the planes), there



6Material Tc(K)HgBa2Ca2Cu3O8+� 133Tl2Ca2Ba2Cu3O10 125YBa2Cu3O7 92Bi2Sr2CaCu2O8 89La1:85Sr0:15CuO4 39Nd1:85Ce0:15CuO4 24RbCs2C60 33Nb3Ge 23.2Nb 9.25Pb 7.20UPt3 0.54Table 1.1: Superconducting transition temperature for various compounds.[3]is evidence that those compounds with a bond length slightly shorter than the typical1:9�A have an increased Tc.[8]In their insulating phase, the cuprates (in particular La1:85Sr0:15CuO4) are analmost ideal realization of the 2D Heisenberg antiferromagnet.[9] In the early daysof high-Tc research, this phase was subject to much discussion. After some e�ort,it was established that the 2D Heisenberg model,H = JkXhi;jiSi � Sj; (1:1)



7has gapless magnon excitations, and the quantum uctuations associated with theseexcitations are not strong enough to destroy long-range antiferromagnetic order atT=0 in 2D.The fact that antiferromagnetic order persists in the cuprates for �nite tempera-tures and small dopings can be understood in terms of the weak inter-plane couplingJ?. An estimated J? � 10�5Jk is su�cient to establish the magnetically orderedphase observed in the cuprates.[10]A large number of compounds with the characteristic CuO2 planes have beensynthesized. This is not too surprising since it is possible to modify the number ofplanes per unit cell, the atoms separating the nearby planes, as well as the structure,composition, and size of the charge reservoir, producing a huge number of combi-nations. In the table above, taken from E. Dagotto's recent review article,[3] wepresent a very short list of the most widely studied compounds in this �eld, withtheir critical temperatures Tc. For comparison we also show the critical tempera-ture of some conventional superconductors like Nb, Pb, and Nb3Ge. The latter hadthe highest critical temperature known before 1986. The Tc's of a superconductingheavy fermion material (UPt3) and a fullerene are also given.In the remainder of this section, we discuss the structure and phase diagram ofsome particular high-Tc compounds in more detail.1.1.1 La2�xSrxCuO4La2�xSrxCuO4 is one of the earliest high-Tc materials. In our notation, `x' con-trols the doping level when some of the La-ions in the parent compound La2CuO4are randomly replaced by `x' Sr-ions per unit cell. The structure of this material is



8shown in Fig. 1.2. At intermediate doping levels, La2�xSrxCuO4 crystalizes into thebody centered tetragonal lattice shown in this picture. However, at lower Sr con-centrations there is a minor structural rearrangement which renders an orthorombicdistortion. This change in the lattice geometry is usually neglected in calculations,but it might become important in the discussion of the symmetry of the supercon-ducting order parameter.
La, Sr

O

CuFigure 1.2: Crystal structure of La2�xSrxCuO4.[5]The atomic con�gurations of the elements which go into this material are givenby : Cu : [Ar](3d)10(4s), La : [Xe](5d)(6s)2, O : [He](2s)2(2p)4, and Sr : [Kr](5s)2.As can be seen from Fig. 1.2, the CuO2 planes are separated by two sheets ofLaO which serve as a charge reservoir for the planes as we will discuss below. Thedistance between the CuO2 planes is 6:6�A, and the distance between the LaO sheetsand the closest CuO2 plane is 2:4�A. Within the CuO2 planes, the distance betweenthe Cu and the O is 1:9�A. As can be seen from the CuO2 plane in the center of Fig.



91.2, there are also `apical' oxygens centered 2:4�A above the Cu in the planes. Thuseach copper ion is surrounded by an octahedron of oxygen ions.In the crystal it becomes important what ionization state the elements are in. Inthe parent compound (La2CuO4), Lanthanum is in the closed shell [Xe] con�gura-tion, e.g. it loses two s-electrons and one d-electron to become La3+. The oxygensgain two additional s-electrons and are thus in the O2� ionization state. Then, thecopper ions have to be in the Cu2+ state to guaranty charge neutrality. Hence, thecopper loses its outer 4s-electron and one of the d10-electrons. Since there are nowonly 9 of the 10 levels in the copper 3d-shell �lled, there is a net spin-1/2 per cop-per ion. These spin-1/2 holes can super-exchange between the copper ions via theelectron-�lled p-shells of the oxygen ions. This mechanism gives rise to the antifer-romagnetic order which is observed in the cuprate parent compounds. It has beenshown that the parent compounds are well described by a 2D Heisenberg modelwith nearest neighbor interactions, [9] e.g. Eq. 1.1 with Jk � 1450K. The smallresidual interactions between the CuO2 planes (J? � 10�5Jk) lead to a �nite N�eeltemperature of about 300K (see Fig. 1.3).Upon doping, the La3+ ion is replaced by Sr2+, Sr2+ being in the [Kr] con�gu-ration. It is believed that the Sr dopants enter the material in a random manner.Since Sr2+ has one less hole than La3+ , it pulls one electron out of the CuO2 plane.It turns out that the least bound electrons in the CuO2 planes are in the oxygenp-shell. Thus, e�ectively doping by Sr leads to a change of the ionization state of theoxygens in the planes from O2� to O�. As explained before, the antiferromagneticlong-range order is destroyed rapidly by introducing holes into the planes, and thesystem becomes metallic. For Sr-dopings between x � 0:05 and � 0:30, a supercon-
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SuperconductorFigure 1.3: Phase diagram of La2�xSrxCuO4.[11]ducting phase is found at low temperatures. The maximum value of Tc is observedat the \optimal" doping x ' 0:15.1.1.2 YBa2Cu3O6+xLet us now discuss another high-Tc material which has a structure more compli-cated than La2�xSrxCuO4 because it has two adjacent CuO2 planes per unit cell.[12]As mentioned above, there is a tendency in the cuprates that the maximum Tcincreases monotonically with the number of adjacent Cu�O sheets per unit cell.Indeed, YBa2Cu3O6+x has a critical temperature of 92 K which is more than twiceas high as the Tc for La2�xSrxCuO4. A picture of the crystal structure for thiscompound is shown in Fig. 1.4. The neighboring CuO2 planes are 3:2�A apart, whilethe Cu-O bonds in the planes are still 1:9�A long. Between the adjacent CuO2 planesthere is an Y-ion which is believed not to a�ect the physical properties of the CuO2



11planes in any crucial way. However, the Y-ion might have the tendency to inuenceholes in the planes via trapping Coulomb centers.
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Figure 1.4: Crystal structure of YBa2Cu3O6+x.[13]Each pair of neighboring CuO2 planes in this compound is separated by a chargereservoir containing barium, oxygen and copper atoms. An additional complicationin the structure of YBa2Cu3O6+x is introduced by the presence of Cu-O chainsparallel to the planes. However, as we will discuss below, the coppers on the chainsare in a di�erent ionization state than the ones in the planes. Thus, most magneticand transport properties are not dramatically a�ected by the Cu-O chains. However,some quantities like the optical conductivity are believed to be a�ected by the chains.The atomic con�gurations of the elements which go into this material are givenby : Cu : [Ar](3d)10(4s), Ba : [Xe](6s)2, O : [He](2s)2(2p)4, and Y : [Kr](5s)2(4d). Inthe crystal, the yttriums lose 2 s-electrons and one d-electron and are thus in theY3+ state. Similarily, the bariums are in Ba2+, and the oxygens are in the O2� state.



12However, there is a di�erence between the ionization state of the copper atoms in theCuO2 planes and those in the charge reservoir (which includes the Cu-O chains):in the planes the coppers are in the Cu2+ state as in La2�xSrxCuO4, and hencethey have a magnetic moment (S=1/2) which leads to antiferromagnetism withinthe planes with a N�eel temperature of about 500K. (Again, a small inter-planecoupling J? is responsible for the �nite N�eel temperature.) However, the coppers inthe charge reservoir are in the Cu3+ state, and thus have no net magnetic moment.YBa2Cu3O6+x can be doped by adding oxygens to the magnetically orderedparent compound (x=0). The dopant oxygens are believed to become part of thecharge reservoir having an ionization state of O2�. Then, two electrons per dopantoxygen are removed out of the planes, and hence oxygen doping is equivalent tointroducing holes into the planes. Antiferromagnetic order disappears at a dopinglevel of about x � 0:3, and a superconducting phase starts to develope immediatelythereafter. The optimal doping level with the highest Tc for this compound isreached at x � 0:92.Recently, there has been a considerable e�ort in synthesizing materials withmultiple adjacent CuO2 layers, since apparently inter-layer coupling increases themaximum Tc. To this day, the highest con�rmed critical temperature has beenseen in the 3-layer mercury compound HgBa2Ca2Cu3O8+�. Another experimentalthumb-rule to increase Tc for a given material is to apply pressure in order to bringthe CuO2 layers closer together. In particular, by introducing additional ions witha large radius into the charge reservoir (i.e. "applying chemical pressure") Tc canbe increased. However, there are natural limits to this procedure given by thestochiometry and the stability of the crystal con�guration.



131.1.3 Ni(C2H8N2)2NO2ClO4In contrast to the cuprate materials discussed in the previous sections, the one-dimensional molecular based compound Ni(C2H8N2)2NO2ClO4 (NENP) , shown inFig. 1.5, consists of [Ni(C2H8N2)]2+ moieties bridged by [NO2]� ions. There arealso [ClO4]� ions present which provide charge neutrality for the crystal. Therehas been much interest in this compound and related materials because it exhibitsshort-range antiferromagnetic order with a correlation length of roughly six timesthe distance between Ni-ions (= 8:295�A)[14] and a gap (of about 1.82 meV) at thebottom of its spectrum, called the Haldane gap.
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NO2Figure 1.5: Crystal structure of Ni(C2H8N2)2NO2ClO4.[15]NENP crystallizes into an orthorombic structure. In the solid, the Ni atom(Ni : [Ar](3d)8(4s)2) shares its two outer 4s-electrons with the [ClO4]� and the[NO2]�. In particular, the Ni2+ ion forms a coordination bond with [NO2]�. Ni2+is in a 3d8 con�guration, and Hund's rules provide that the two magnetic orbitals



14(e.g. dx2�y2 and d3z2�r2) are occupied by electrons of the same spin orientation (likein the cuprates, the degeneracy among the 3d-orbitals is removed by crystal �elds).Hence, the Ni2+ ion has a net spin S=1, and is in a A2 triplet con�guration.[16]The superexchange between two neighboring Ni2+ ions takes place via the highestoccupied molecular orbital of [NO2]�, e.g. via the antibonding ��-orbital.[17] In thenext section, we will address the issue of super-exchange in more detail.As we show in a later chapter, NENP can be well described by a Heisenbergantiferromagnet in the presence of single-ion anisotropy ( which is typically an orderof magnitude smaller than the exchange integral) and an in-plane anisotropy (whichis typically two orders of magnitude smaller than the exchange integral). Hence, theHamiltonian for this system can be written asH = JXi Si � Si+1 +DXi (Szi )2 + EXi [(Sxi )2 � (Syi )2]; (1:2)where J � 50K, D � 10K, and E � 1K can be determined by �tting Neutron scat-tering data to theoretically calculated spectra for this model. Both anisotropieswhich enter Eq. 1.2 are e�ects of a spin-orbit coupling ,�S � L, which enters theHamiltonian to lowest non-vanishing order in perturbation theory as �2���S�S�.The degenerate orbital momentum levels of individual atoms in the solid (herel=2) are split by crystal �eld e�ects, where the anisotropy tensor is given by��� = P� h�jL�j�00ih�00 jL� j�i(E�00�E�) , with � labelling the irreducible representation ofthe crystal point-group. [16]There is also a �nite but small inter-chain coupling J0=J � 10�4 which potentiallycould give rise to 3D magnetic ordering as observed in the spin-1 compound CsNiCl3which has J0=J � 10�2 and 3D long-range order below a N�eel temperature of 4.85K.



15However, for NENP the ratio J0=J is two orders of magnitude smaller, and thus no3D-1D (order-disorder) transition has been observed down to 1.2 K.Finally, let us address the question why the exchange constant in NENP is twoorders of magnitudes smaller than for the cuprates. The lattice constants of NENPare given by a=15.223�A, b=10.3�A and c=8.295�A where the c-axis is along theNi2+ ions as shown in Fig. 1.5. Thus the distance Ni-NO2-Ni in this compound isabout twice as large as the Cu-O-Cu bond in the cuprates. The exchange integral Jdepends strongly on the bond-length between the ions which participate in the super-exchange, e.g. by applying mechanical pressure to NiO a dependence of J(r) / r�10has been found.[18] Hence a reduction in the overlap of the orbitals participatingin the super-exchange process can account for a dramatic drop in the exchangeconstant and in the corresponding N�eel temperature TN / J.1.2 Electronic Models : Microscopic Foundation of GenericHamiltonians1.2.1 The Three-Band Hubbard ModelHere we show how an e�ective Hamiltonian to describe the behavior of theelectrons in the CuO2 planes can be constructed. From now on, we will only considera simpli�ed generic 2D crystal square lattice, equivalent to the CuO2 planes in Figs.1.2 and 1.4. On such a square lattice, a unit cell contains one copper and two oxygenatoms. (Eventually, additional layers will have to be added to account for 3D e�ectsin real materials.)Let us �rst identify the relevant orbitals of the coppers and oxygens in the plane.In the undoped parent compound, the copper atom (Cu : [Ar](3d)10(4s)), loses one



164s-electron and one of the 3d-electrons and is thus in a 3d9 state, while the oxygens(O : [He](2s)2(2p)4) gain two electrons (one being provided by the copper, the otherone coming from the charge reservoir). Thus, all three 2p-orbitals of the oxygensare �lled, and so are four of the �ve 3d-orbitals of the copper, while the dx2�y2 Cuorbital has one electron and one hole. The degeneracy among the Cu 3d-orbitalsand the O 2p-orbitals is removed by crystal �elds present in the solid. Also, thecopper and oxygen orbitals tend to hybridize.[19] Thus, we arrive at the levels shownin Fig. 1.6.
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Figure 1.6: Level splitting between Cu2+ and O2� ions. Only the 3d-electrons of Cuand the px and py orbitals of the oxygens are considered. The numbers in parenthesesindicate the occupations of the di�erent levels in the undoped compound.[19]From this �gure, we see that in the solid the band highest in energy evolvesout of the Cu dx2�y2 -orbital and one of the O 2p�-orbitals, sometimes referred toas the upper antibonding band. Since there is only one hole present in the parentcompounds, it is now convenient to switch from \electron-terminology" to \hole-



17terminology", e.g. the `vacuum' for the holes is given by completely electron-�lledorbitals. Then, the lowest-energy state for the holes is the highest energy state forthe electrons, i.e. the antibonding dx2�y2 band, and the energy level scheme in Fig.1.6 has to be read upside-down in the hole-picture.Why are the cuprates not metallic as would be expected for a system whoselowest band is half-�lled ? Until now, we have neglected Coulomb repulsion betweencharge carriers. First, let us consider on-site repulsions (Ud and Up for the Cu andthe O respectively). If Ud exceeds the charge transfer gap � = �p� �d, which is thedi�erence in on-site energy levels for the copper (�d) and the oxygens (�p), the holesare bound to the Cu at half-�lling, and the system is a charge transfer insulator.[22]Indeed, it has been observed that the on-site repulsion on copper is about threetimes as large as the charge transfer gap in the cuprates. [21]Now, when additional holes are brought into the CuO2, will they preferably siton the Cu or the O atoms ? Naively, one might think that the additional holeswill go on the dx2�y2 -orbital shown in Fig. 1.6. This would be equivalent to �llingFermi-levels in a non-interacting electron gas. However, as we have seen above, thissystem is strongly interacting, i.e. Ud=� >> 1. Thus, the dopant-holes prefer togo onto the highest O-level, since the Coulomb repulsion between holes stronglydisfavors double-occupancy of the Cu dx2�y2 -orbital. The state with one additionalligand hole on one of the oxygens surrounding the copper is often labeled d9L.Based on these considerations, Emery proposed a three-band model which takesinto account the on-site Coulomb repulsions in addition to the highest oxygen 2p-level and the Cu dx2�y2 -orbital.[20] The corresponding Hamiltonian - often referred



18to as the three-band Hubbard model - can be written asH = �tpdXhiji(pyjdi + h:c:)� tppXhjj0i(pyjpj0 + h:c:) + �dXi ndi + �pXj npj+ UdXi ndi"ndi# + UpXj npj"npj# + UdpXhiji ndinpj : (1.3)Here, pj are fermionic operators that destroy holes at the oxygen ions labeled j,while di corresponds to annihilation operators at the copper ions at site i. hiji refersto Cu-O nearest neighbor pairs of ions. The hopping terms correspond to the hy-bridization among nearest neighbors Cu and O atoms, and are roughly proportionalto the overlap between orbitals. For completeness, a direct O-O hopping term withamplitude tpp is also included. Ud and Up are positive constants that represent therepulsion between holes when they are at the same d and p orbitals, respectively.Upd has a similar meaning, i.e. it corresponds to the Coulomb repulsion when twoholes occupy adjacent Cu �O ions. In principle, interactions at larger distancesshould also be included in the Hamiltonian, but they are presumed to be screenedby the �nite density of electrons.From a band structure calculation the actual values of the parameters enteringthe Hamiltonian Eq. 1.3 can be estimated. They are given in table 1.2 showing thatwe are indeed in the strong coupling regime.[21]The spin-1/2 holes which preferably sit on the coppers at half-�lling, super-exchange with neighboring Cu-spins via the the upper antibonding band. Thus it ispossible to describe the half-�lled system by an e�ective 2D Heisenberg Hamiltonianwhich is a limit (i.e. Ud=� >> 1) of the more complicated multi-band Hamiltonianin Eq. 1.3. In a perturbative approach around the atomic limit, the exchangeintegral is given by J = 4t2pd(�+Upd)2 ( 1Ud + 22�+Up ).[22] Similarily, in the 1D compound



19NENP, the two spin-1/2 holes which couple into a spin-1 particle due to Hund'srules super-exchange via the highest electron-occupied molecular orbit, i.e. theantibonding ��-orbital, of the NO�2 .Finally, we would like to mention that the considerations leading to the three-band Hubbard Hamiltonian apply to both types of cuprate superconductors, thehole-doped (\p-type") and the electron-doped (\n-type"). Hence, with the samereasoning when additional holes are brought into the system, it can be argued thatdopant-electrons prefer to go onto the copper dx2�y2 -orbital leading to a d10 con�gu-ration. The doping behavior of the three-band Hubbard model is summarized in Fig.1.7. Note, that this �gure is only schematic since in reality e�ects of hybridizationdeform the symmetric ionic bands shown here. [22]
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20�p � �d tpd tpp Ud Up Upd3.6eV 1.3eV 0.65eV 10.5eV 4eV 1.2eVTable 1.2: Parameters entering the three-band Hubbard Hamiltonian.[21](j "i; j #i; j "#i; and j0i). Thus, an N-site system contains 4N states, which makesit impossible to study cluster containing more than three CuO2 unit cells usingexact diagonalization techniques, since the required Hilbert space exceeds presentday computer capacities.Also, the parameters entering the Hamiltonian (table 1.2 ) are of the order 1-10 eV, while the phenomena we want to address have energy scales around 0.125eV (antiferromagnetism with J� 1450 K) and 0.009 eV (superconductivity belowTc � 100K ). It thus becomes desirable to create an e�ective Hamiltonian, emerg-ing as a strong-coupling limit from the more general three-band Hubbard model,with fewer degrees of freedom (e.g. fewer bands) and with energy scales that canaddress the antiferromagnetic and superconducting phases observed in the materialsof interest.Zhang and Rice brought forward the idea that the exchange interaction betweena dopant-hole on the oxygen and the hole which is con�ned to the copper at half-�lling is so strong that triplet excitations can be neglected.[24] Doping with holesthen creates local \Zhang-Rice" singlet states which can be thought of as emptysites on a new lattice made only out of Cu atoms, i.e. in the new lattice theunit cell of the three-band Hubbard model containing 2 oxygens and one coppercollapses into a single site. In general, the dopant-hole can be in a linear combinationof all four oxygen 2p-orbitals surrounding a Cu spin-1/2 hole. Thus the Zhang-



21Rice singlet is a spin-0 charge-2e object that extents over a CuO4 cluster. Bydiagonalizing this cluster (and also the Cu2O6 cluster ) Zhang and Rice showedthat indeed there is a gap of � 3.5 eV between the singlet and the closest tripletstate. The d10 con�guration, i.e. double-occupancy of the Cu dx2�y2 -orbital, isnot accessible to the Zhang-Rice singlet. Thus, when writing down an e�ectiveHamiltonian - the t-J Hamiltonian - involving only spin-1/2 holes on the Cu and theCuO4-singlets centered around Cu sites (Zhang-Rice singlets), the upper Hubbardband corresponding to doubly occupied Cu dx2�y2 -orbitals will no longer appear.Since the Zhang-Rice singlets are centered around the copper ions anyway, it is notnecessary to have oxygen sites to be present in the e�ective Hamiltonian. Then, itcan be shown that the three-band Hubbard model reduces toH = JXhiji(Si � Sj � 14ninj)� tXhiji�[cyi�(1� ni��)(1 � nj��)cj� + h:c:]; (1.4)where Si are spin-1/2 operators at the sites i of a two dimensional square lattice,and J is the antiferromagnetic coupling between nearest neighbor sites hiji. Thehopping term allows for the movement of spin-half particles, explicitly excludingdouble occupancy due to the presence of the projector operators (1 � ni��). Thismodel has only three possible states per site i.e. a spin-up j "i or spin-down j #i,or the absence of a spin j0i. At half-�lling, the hopping term is not active, and thet-J model reduces to a simple Heisenberg model with an irrelevant o�-set -N/2 foran N-site cluster.In order to account for hopping between next-nearest neighbor sites, an ad-ditional kinetic term (�t0Phiji�[cyi�(1 � ni��)(1 � nj��)cj� + h:c:]) is sometimes



22added to Eq. 1.4. Then, by choosing the parameters J = 0:128eV, t = 0:43eVand t0 = �0:07eV the low-energy spectrum of the hole-doped three-band Hubbardmodel (with parameters given in table 1.2) can be reproduced quite accurately.[21]
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23Although we know that the cuprates present a band structure with three dominantbands (as shown in Fig. 1.8), the one-band Hubbard model tries to mimic thepresence of the charge transfer gap � by means of an effective value of the Coulombrepulsion Ue�, and thus it presents only two Hubbard-bands. However, in contrastto the t-J Hamiltonian, the one-band Hubbard model is particle-hole symmetric,e.g. there is a symmetry between the upper and the lower Hubbard band which isnot present in the t-J model (see Fig. 1.8 ).In the strong coupling limit (U=t!1), the one-band Hubbard model can bemapped into the t-J model with the addition of terms involving three sites as isshown in Appendix A.[19] However, close to half-�lling the three-site terms arenot expected to inuence the physical behavior of the plain t-J model (Eq. 1.4 )dramatically.Similar to the t-J model, the low-energy spectrum of the one-band Hubbardmodel can be �tted quite well to that of the three-band Hubbard model by usingthe parameters U = 5:4eV, t = 0:43eV and t0 = �0:07eV, i.e. U=t � 12.[21]1.3 ConclusionsHaving set up Hamiltonians which are believed to contain the physics of anti-ferromagnets and high-Tc superconductors we are left with the formidable task ofcalculating measurable quantities to gain some understanding of experiments doneon these materials. Unfortunately, there is no known perturbative technique thatallows us to treat strongly correlated models like the ones discussed above in acontrolled manner.



24Then we rely heavily on numerical techniques such as Quantum Monte Carlo,high-temperature expansions and exact diagonalization. These methods are un-biased (i.e. in contrast to mean-�eld based approaches) since they do not makean initial assumption on the nature of the ground state of the system. However,each numerical method has its limitations. High-temperature expansions are usuallycon�ned to temperature regimes which are inaccessible to experiments. QuantumMonte Carlo simulations of fermionic systems su�er from the \sign-problem" whichis severe in the presence of strong correlations. Finally, the Lanczos approach we aregoing to take is limited to relatively small cluster sizes, since the Hilbert space ofthe models under consideration typically grows exponentially with the system size.In spite of their limitations, numerical studies already have provided us withinsights into strongly correlated systems.[3] In particular, we have now a good un-derstanding of the magnetically ordered phase in the cuprates close to half-�lling,although no exact solutions exist for that regime. Also, there has been some progressin understanding the \anomalous" normal state properties of the cuprates aroundoptimal doping, i.e. it can be argued on the basis of numerical studies that short-range antiferromagnetic correlations are responsible for the shape of the Fermi sur-face as it is observed in Photoemission experiments. In the following chapters we willelaborate on the implementation of the exact diagonalization method on stronglycorrelated fermionic systems described by the model Hamiltonians we have presentedhere.



CHAPTER 2THE LANCZOS METHOD2.1 IntroductionIn this chapter, an algorithm is presented which allows us to determine numer-ically the ground state and some excited states for Hamiltonian operators on �niteclusters. The basic idea of this `Lanczos method' is that a special basis can beconstructed where the Hamiltonian has a tridiagonal representation. [26] Once inthis form the ground state of the matrix can be found easily using standard librarysubroutines.[27] It is standard terminology to call a matrix `exactly diagonalized'when its ground state has been obtained using the Lanczos method. The algorithmpresented here will be illustrated by considering the example of a spin-1/2 Heisen-berg chain. However, the ideas brought forward are quite general, and apply to anyQuantum Hamiltonian.In the following section, it will be shown how to set up a basis in which theHamiltonian operator can be represented. At this point it is also demonstrated howto incorporate translational, spin-inversion and other symmetries into the program.This is essential since the Hilbert space for a given cluster can be dramaticallyreduced once these symmetries are applied.Subsequently the Hamiltonian matrix elements for the given basis are calculated.Special attention is given to e�cient computer storage of these matrix elements, e.g.25



26by making use of the hermeticity of the Hamiltonian. Also, typically the matrixrepresentation for a given operator is sparse, and thus a lot of memory can be savedby only storing the non-zero elements and their respective positions.After the calculation of the matrix elements, the actual Lanczos step is discussed.Certain variations on the original Lanczos idea are presented. We will allude to avery educational modi�ed Lanczos algorithm which might especially appeal to thebeginning programmer.[28]Once the ground state has been obtained the expectation value of various phys-ical quantities can be easily evaluated. In particular, our algorithm allows thecalculation of \o�-diagonal" averages which are complicated to obtain using othernumerical techniques such as Monte Carlo simulations.Finally, one of the most appealing features of the Lanczos method is that itallows the calculation of dynamical properties of a given Hamiltonian. Here, wedemonstrate how to evaluate spectral functions which are directly comparable toscattering experiments on related materials, such as Neutron di�raction, Ramanscattering or Photoemission spectroscopy. [29]Since in Lanczos algorithms the Hilbert space of the Hamiltonian operator growsexponentially with the cluster size, there are memory restrictions on the number ofsites which can be studied given by the storage capacities of present day computers.The largest matrices which can presently be diagonalized have approximately �1; 350; 000 basis states. (This is the approximate size of the reduced Hilbert space fora Hubbard model on the 4x4 square cluster at half-�lling.) If an e�cient procedureis implemented to read from and write to disk, then the number of basis states canbe dramatically increased. Because of these restrictions on the cluster size, there are



27limitations for a complete �nite-size scaling analysis with this technique. Commonly,the Lanczos method is thus preferably used in the study of low-dimensional systems,like in our example of a 1D Heisenberg cluster. However, even in 2D bulk propertiescan be computed with reliability, in particular if the correlation lengths for a givensystem do not exceed the cluster size.
Figure 2.1: An p8 �p8 cluster is constructed on top of a base side de�ned by thevector R = 2x̂+ 2ŷ.It has become commonplace in the Lanczos literature to diagonalize not only 2Dclusters with M �M sites, but also other square clusters , which have axes forminga nonzero angle with the lattice axes. Here we show how to construct tilted squareclusters that completely cover the two dimensional square lattice. As an examplelet us consider the p8 � p8 cluster shown in Fig.2.1 . As a base side a vectorR = nx̂+mŷ commensurate with the square lattice is chosen. Both of the integers(n,m) have to be even or odd to guaranty for a N (= pN �pN)-site cluster thatN = R2 = n2 + m2 = even, e.g. N = 22 + 22 = 8 for the p8 � p8 cluster andN = 32+ 12 = 10 for the p10�p10 cluster.[30] Then a square is constructed fromthe base side. The lattice sites inside the square belong to the tilted cluster.



28Examples can be found in Ref.[30]. Some of the \magic" number of sitesthat admit a complete covering of the bulk lattice with tilted squares are N =8; 10; 16; 18; 20; 26; 32; :::.
N=8 N=10 N=16 N=18

N=26 N=32 N=34

N=36 N=40 N=50

N=20

Figure 2.2: Shapes of some tilted 2D clusters used in the Lanczos literature. N isthe total number of sites.In Fig. 2.2 we explicitly provide the actual shape of some clusters which maybe useful for the implementation of the Lanczos technique in 2D systems. Each ofthese clusters can be circumscribed by a square. Note that some of these clustersdo not have all the symmetry properties of the bulk (e.g. reections with respect tothe axes are particularly subtle). The reader should not be confused by the shapeof these clusters. For example, rotations in 90 degrees exist in the N=32 cluster andin many others, although it may not seem obvious.2.2 Setting Up the BasisMemory limitations impose severe restrictions on the size of the clusters thatcan be studied with the Lanczos method. To understand this point, note that



29although the lowest energy state can be written in a tridiagonal fj�nig basis asj 0i = Pm cmj�mi, this expression is of no practical use unless j�mi itself is expressedin a convenient basis to which the Hamiltonian can be easily applied. For example,consider the basis for spin-1/2 models where Sz is de�ned at every site, schematicallyrepresented as jni = j "#" :::i.When setting up the Sz-basis for a given spin-1/2 Heisenberg cluster, it is usefulto represent a given Sz-basis state by a binary number, since the action of theHamiltonian operator on these basis states can then be done using e�cient logicaloperations which are implemented in most computers as intrinsic functions. Oneway of doing this is by labeling the lattice sites having an up-spin by a `0' and thosewith a down-spin by a `1'. For example, the two N�eel states of the 4-site chain canbe represented as j #"#"i � (1; 0; 1; 0);j "#"#i � (0; 1; 0; 1): (2.1)Once the down-spins have been placed the whole con�guration has been uniquelydetermined since the remaining lattice sites can only be occupied by up-spins. Theset of binary numbers ( one per site) can then be easily converted into an integeridw � Pi# 2i# where the summation index i # represents all positions in the latticewhere a down-spin resides. For example :(0; 1; 0; 1)! 20 + 22 = 5;(1; 0; 1; 0)! 21 + 23 = 10; (2.2)where the rightmost lattice position has been labeled as cluster point `0', the one tothe left of it as `1', etc. .



30Using the above convention for an integer representation of each basis state, letus systematically set up the whole Sz-basis starting with the con�guration corre-sponding to the lowest value for the integer idw. For the Sztot = 0 subspace of the4-site chain, this is given by j ""##i ! idw(1) = 3j "#"#i ! idw(2) = 5j "##"i ! idw(3) = 6j #""#i ! idw(4) = 9j #"#"i ! idw(5) = 10j ##""i ! idw(6) = 12: (2.3)In Eq.2.3 the argument of the vector idw just runs over the whole set of states. Thewhole basis will be represented in a single vector idw.In general, the number of down-spins for the Sztot = 0 subspace to be diagonalizedis equal to the number of nested loops over the lattice sites needed to generate thebasis, i.e. for the above example two loops are required (the two `do 20' loops inthe following routine). In the outermost loop a state with only one down-spin iscreated. In each of the inner loops one more down-spin is added on top of theprevious con�guration. The following FORTRAN routine generates the states forthe above example as shown in increasing order. It can be easily modi�ed to beapplicable to larger clusters and other Sztot subspaces.c idw(np) stores the con�guration of down-spinsc `np' is greater or equal to the dimension of the Hilbert spacec ns = number of sites



31c jspdw = number of down-spinsc `m1' is just a counterinteger idw(10)ns=4jspdw=2jend1=nsjend2=nsm1=1do 20 l1=1,jend1if(jspdw.gt.1) thenjs2=lshift(1,l1-1)jend2=l1-1end ifdo 20 l2=1,jend2if(jspdw.gt.0) thenjs1=xor(lshift(1,l2-1),js2)idw(m1)=js1m1=m1+1end if20 continuestopendIf we had used `jspdw=1' and `jend1=1', then the basis states for the Sztot = 1subspace would have been obtained. The functions `xor' and `lshift' are machine-speci�c. However, they are standard on SUN and IBM workstations (on a CRAY`shiftl' is used instead). `lshift' shifts a given binary con�guration to the left by thespeci�ed number of spacings, e.g. lshift(3,1)=6 corresponds to the process where thecon�guration \3" of Eq.2.3 is shifted by one unit to the left into the con�guration\6", i.e. j ""##i ! j "##"i. Note that `lshift' is not necessarily equivalent to a trans-lation in a periodic system, since it only translates a given spin-down con�gurationto the left and does not provide for reentrance from the right side of the cluster oncea spin-down has exited from the left side, i.e. lshift(12,1)=8 = j #"""i. Special careis needed for this subtle \boundary" problem.



32`xor' is the exclusive logical `or'-operation which yields a `1' only if one ofthe two binary entries which are compared is a`1' and the other one a `0', e.g.xor(3,6)=(0011).or.(0110)=(0101)=5. Later, the logical operations `rshift' and`and' will be used also. While `rshift' is just the inverse to `lshift', `and' yieldsa `1' only if both of the two binary entries which are compared are `1', e.g.and(3,6)=(0011).and.(0110)=(0010)=2. In table 2.1 the logical operations `and'and `or' on the binary entries `i' and `j' are listed.Table 2.1: Table for the logical operations `and' and `or'.i j and or0 0 0 00 1 0 11 0 0 11 1 1 0With these de�nitions of the logical operations and the shift operations thereader can get back to the subroutine on the previous page and show that theoutput written into the vector `idw(n)' is precisely the 6 states of Eq.2.3.For electronic one-band models the size of the Sz-basis set grows exponentiallywith the system size. For example, the dimension of the Hilbert space of a Hubbardmodel (four states per site) on a N site cluster is in principle 4N, which for N = 16corresponds to � 4:3� 109 states. Such a memory requirement is beyond the reachof present day computers. In practice this problem can be considerably alleviated by



33the use of symmetries of the Hamiltonian that reduce the matrix to a block-diagonalform. The most obvious symmetry is the number of particles in the problem whichis usually conserved at least for fermionic problems. The total projection of thespin Sztot, may also be a good quantum number, e.g. the ground state for a systemwith an even number of fermions typically has Sztot = 0. For translational invariantproblems, the total momentum k of the system is also conserved introducing areduction of � 1=N in the number of states (this does not hold for models withopen boundary conditions or explicit disorder). In addition, several Hamiltonianshave extra symmetries, like spin inversion. On a square lattice, rotations of �=2about a given site, and reections with respect to the lattice axes are good quantumnumbers (although care must be taken in their implementation since some of theseoperations are combinations of others and thus not independent).Here we will present as an example the implementation of translational symmetryfor spin chains. When generating the Sz-basis states a subroutine is called which actswith the translational operator T̂r(k) on a given state, and thus creates \classes"of states which have momentum as a good quantum number. The phase acquiredby each translation of the starting state is e(�ikr) , where k = 2�n/ns, ns is thenumber of lattice sites, and n (= 0,1, ... , ns) is an integer number labeling thequantization state. Only one representative per class of good momentum is kept(for example the state with the smallest integer), i.e. for the 4-site (k=0 , Sztot = 0)state 1p4[j ""##i + j "##"i + j ##""i + j #""#i] only the representative j ""##i = 3is stored. These classes form a new translationally invariant basis. In the aboveroutine the call for the symmetry subroutine should thus be inserted right beforebasis states are written to the vector `idw', otherwise it is simply lost. Only if the



34state `js1' is the �rst representative of a translationally invariant class should it bewritten to the vector `idw'. A FORTRAN example for such a symmetry subroutineis provided here.c This subroutine generates members of ac momentum symmetry class for a given input state js1c idw1(nc) stores the con�gurations of down-spins belonging toc classes generated by the symmetry operationc signr(nc) and signi(nc) are the real and imaginary parts of thec phases acquired by the symmetry operationc nc = number of states in a classc ns = number of sitesc itouch=1 only when a new class is successfully generated from thec jsecth = momentum of translational operator in units of 2��/nsc input state js1, else itouch=0c jspdw = number of down-spinssubroutine symlin(js1,idw1,nc,itouch,signr,signi)integer idw1(10),iarg(10)real signr(10),signi(10),snewr,snewi,di�ns=4jsecth=2idw1(1)=js1signr(1)=1.0signi(1)=0.0iarg(1)=0itouch=0nc=1init=1iend=1do 10 jv=1,ns-1do 15 iv=init,iendj=idw1(iv)i1=and(lshift(j,1),(2**ns-2))+and(rshift(j,ns-1),1)if(i1.lt.js1) go to 20snewr=cos(2.0*3.14159*(jsecth+iarg(iv))/ns)snewi=sin(2.0*3.14159*(jsecth+iarg(iv))/ns)do 16 iu=1,ncif(i1.eq.idw1(iu))thendi�=snewr-signr(iu)if(abs(di�).gt.0.0001) go to 20



35di�=snewi-signi(iu)if(abs(di�).gt.0.0001) go to 20go to 15endif16 continuenc=nc+1signr(nc)=snewrsigni(nc)=snewiidw1(nc)=i1iarg(nc)=jsecth+iarg(iv)15 continueinit=iend+1iend=nc10 continueitouch=itouch+120 returnendFor one given Sz-basis state `js1' this routine produces all nc members of theclass with momentum quantum number `jsecth' (in units of 2�/ns). `nc' is in manycases equal to the number of sites but can be smaller. The number of classes, NC,in the largest momentum subspace can be estimated for spin systems from the bulklimit value : NC= ns!nup!�ndw ! � 1ns as the number of sites goes to in�nity (ns ! 1);nup and ndw are the number of up-spins and down-spins respectively. This estimatefor a basis set reduction by 1ns due to translational invariance is typically a littletoo small for finite systems, e.g. for the ns=8 chain in the Sztot = 0 subspacens!nup !�ndw! � 1ns = 8!4!�4! � 18 = 8:75, while the actual number of classes in the largestmomentum subspace is 10.The members of a class are stored in the vector `idw1', and their respectivephases in `signr' (real part) and `signi' (imaginary part). The subroutine given as anexample in the previous page is for a 4-site cluster and momentum k = �. It can begeneralized to an arbitrary size lattice and arbitrary momentum by changing `ns' and



36`jsecth'. The action of the translational operator is contained in the statement \i1 =and(lshift(j,1),(2**ns-2)) + and(rshift(j,ns-1),1)", e.g. the con�guration `j'= j #""##"iis moved to the left by one lattice spacing (i.e. j #""##"i ! j ""##"#i). Note that2ns � 2 = j #### � � � #"i. Because of periodic boundary conditions the leftmostdown-spin enters at the rightmost lattice point. This is achieved by the second`and'-operation in the translation. The phase acquired in this transformation istemporarily stored in `snewr' and `snewi'.The outer loop (`do 10') runs over all operations associated with the given sym-metry, i.e. up to `ns-1' for the translations on a linear lattice. However, for certainstates the same set of con�gurations are already repeated after less than `ns-1'operations. This would be the case, for example, when js1=j "#"#i is translatedinto itself by T̂r=2(k), although ns-1=3. Thus a cut-o� has to be inserted (`do 16'loop) : if a previously con�guration is reiterated it is not stored again in `idw1',and if its phase di�ers from the previous one then no class of good momentum canbe generated, and the routine is terminated. Let us consider the example of thestate j "#"#i = 5. In the beginning of the routine, this state will be written asa �rst entry to `idw1' and its phase as �rst entries to `signr' and `signi' respec-tively, e.g. idw1(1)=5, signr(1)=1.0, signi(1)=0.0. In the k=0 subspace, the �rsttranslated state j #"#"i = 10 = idw1(2) has the phase (signr(2)=1.0, signi(2)=0.0).Since this state is di�erent from the initial one the `do 16' loop leaves things un-changed. However, the subsequent translation produces idw1(3)=5, signr(3)=1.0,signi(3)=0.0 which is equal to the entries for the initial state. Thus all membersof the class corresponding to the initial state have been obtained prior to the ter-mination of the loop over the maximum number of possible translations (`do 10').



37Then the `do 16' loop becomes active and forces an exit (go to 15) out of the sym-metry generating loop. If the above example is considered for the k = �=2 sub-space the corresponding states and phases are : (idw1(1)=5,signr(1)=1.0,signi(1)=0.0),(idw1(2)=10,signr(2)=0.0,signi(2)=1.0), (idw1(3)=5,signr(3)=-1.0,signi(3)=0.0) .... Forthis case the di�erence in the real part of the phase between the initial stateand `idw(3)' is di�=-2.0. Hence, no translationally invariant state with momen-tum k = �=2 can be generated from j "#"#i, and the execution of the symmetrysubroutine is interrupted by force using `if(abs(di�).gt.0.0001) go to 20' which gives anegative result (itouch=0).In the subroutine `symlin' we have used the convention that each class is repre-sented by the member state whose integer representation is the lowest of all memberstates, i.e. the state 1p4 [j ""##i + j "##"i + j ##""i + j #""#i] is represented byj ""##i = 3. Then, we want the translational operator only to act on this seed stateto generate the other members of the class. If the input state `js1' is larger thanthis seed state the subroutine is terminated with a negative result (itouch=0) by thestatement if(i1.lt.js1) go to 20.The variable `itouch' signals whether a new class for the given quantum numbercould be generated from a given Sz-state `js1'. Only if that is the case (itouch=1)should this state be stored as a representative in the routine which generates thebasis.Other symmetries are implemented in a similar manner. The only statement tobe replaced is the one which produces the translated state `i1' and the ones relatedto its phase (`snewr' and `snewi'). E.g. for spin-inversion symmetry - which is onlyapplicable in the Sz = 0 subspace - the �rst statement is replaced by \i1 = xor(j,2**ns-



381)". Then `i1' becomes the spin-inverted state of `j', i.e. j ""##i ! j ##""i. Notethat 2ns � 1 = j #### � � � #i. Since spin-inversion produces classes made out of onlytwo states, an outer loop summing over all possible operations related to the givenquantum number is not necessary in this case. The two possible quantum numbers(�) associated with spin-inversion are contained in `jsecsi' which only a�ects thereal part of the phase. Thus, \snewr= jsecsi" and \snewi=0".
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(a) (b) (c)Figure 2.3: Symmetry operation on a tilted 8-site square cluster cluster. (a) Thecluster covers the complete 2D square lattice. (b) Vertical translation by one latticespacing. (c) Anti-clockwise rotation by �=2.The symmetry subroutine works also in two dimensions. Here translationalinvariance in the x̂- and ŷ- directions can be treated separately. As mentionedabove, for the 2D case there are square clusters which have axes forming a nonzeroangle with the lattice axes. As an example we treat here the p8 � p8 cluster.As can be seen in Fig. 2.3(a) the 2D plane is completely covered by these squarelattices. A translation by one lattice spacing in the vertical direction is depicted inFig. 2.3(b). This operation corresponds to the statement \i1 = and(lshift(j,2),132)+ and(lshift(j,3),112) + and(rshift(j,1),8) + and(rshift(j,5),2) + and(rshift(j,7),1) ", e.g.the spin originally on the lattice point `6' is moved to lattice point `8', `4' into `7',etc.. (Here the convention was used that one up-spin at lattice site `i' contributeswith the binary value 2(i�1)). Let us discuss the above statement in a little more



39detail : the �rst term (and(lshift(j,2),132)) locates spins on sites 1 and 6 in theirproper place. The second term locates spins on sites 2, 3 and 4. The third term�xes the spin originally at site 5, the fourth term that at site 7, and the last term�xes the spin originally at site 8. Then the outer loop in the symmetry subroutinegoes through the 3 possible translations along the ŷ- direction, and the phases arethe same as for the 1D case.In Fig. 2.3(c) an anti-clockwise rotation by �=2 is shown. This opera-tion corresponds to the statement \i1 = and(lshift(j,2),24) + and(rshift(j,2),2) +and(lshift(j,3),128) + and(rshift(j,4),4) + and(rshift(j,1),64) + and(j,33)". Since thereare 3 possible �=2 consecutive rotations until the cluster is mapped again into it-self the corresponding quantum number, say `jsecro', can assume 3 di�erent values(`jsecro=1,2,3'), and the outer loop goes through 3 iterations. The correspondingphases are then given by \snewr = cos(2.0*3.14159*(jsecro*jv)/ns) " and \snewi =sin(2.0*3.14159*(jsecro*jv)/ns) ".It is clear that the use of symmetries is very important to carry out Lanczoscalculations on large enough clusters. Currently, the one-band Hubbard model canbe studied on clusters only slightly larger than the 4 � 4 lattice at least near half-�lling, while at low electronic densities larger systems can be dealt with. The threeband Hubbard model can be analyzed on the cluster Cu4O8 (2 � 2 cells), but notmuch bigger. The t� J model has been studied on clusters of up to 26 sites at lowhole density, and perhaps lattices of 32 sites will be reachable in the near future.Note that this model has a maximum in the dimension of its Hilbert space at anintermediate hole density.



40Finally, let us turn to systems with more than two possible orientationsper lattice site, e.g. the spin-1 chain (with Sz = �1; 0; 1), the t-J model( j "i; j #i; j0i) or the Hubbard model ( j "i; j #i; j0i; j "#i). In thesecases the entire information for a given state cannot be stored in only oneinteger, `idw', but we need at least two, i.e. `iup' and `idw'. For ex-ample, con�gurations for the spin-1 chain can be described by integer pairsjSz = �1i : (0; 1); jSz = 0i : (0; 0); jSz = 1i : (1; 0). Then, a state of the spin-1 chaincan be labeled like i.e. j "" 0 # 0 #i : iup = 24 + 25 = 48; idw = 20 + 22 = 5, wherewe have again followed the convention that the rightmost lattice site is labeled ascluster point `0', the one to the left of it as `1', etc. . The necessary subroutinesto produce the basis states for a given spin-1 chain are a natural extension of theroutines presented above and will not be discussed here.However, for systems involving mobile fermions, like the t-J model away fromhalf-�lling or the Hubbard model, there is an additional complication due to thefermion anticommutation relations: fcyi ; cjg = �i;j;fcyi ; cyjg = fci; cjg = 0:As a consequence of these relations there is a phase di�erence (a minus sign) betweenstates like cy0"cy1"jvaci and cy1"cy0"jvaci, i.e. cy0"cy1"jvaci = �cy1"cy0"jvaci. Since bothsides of the equation correspond to a state j ""i, we have to choose one order - thenormal order - of fermion operators over the other to uniquely describe this state, e.g.j ""i � cy0"cy1"jvaci. However, due to the periodic boundary conditions, the action ofthe translational operator forces the reentry of a fermion which exits the left of the



41chain on the right side, hence potentially destroying the normal order. To illustratethis point let us look at the action of the 1D translational operator through r latticespacings, T̂r(k) � eikr��=��n�iocccyiocc+r;�ciocc;�, on the state cy1"cy2#jvaci = j0 #" 0i in a4-site chain. In the de�nition of the translational operator, the product runs over alln� occupied sites. For momentum k=0 and translation by one lattice spacing r=1, wehave T̂1(k = 0)j0 #" 0i = cy2"c1"cy3#c2#cy1"cy2#jvaci = +cy2"cy3#jvaci = +j #" 00i. Thus,a translation without a jump across the boundary causes a plus sign, whileT̂1(k = 0)j #" 00i = cy3"c2"cy0#c3#cy2"cy3#jvaci = +cy3"cy0#jvaci = �j " 00 #i. The k=0state for the above example would thus be 12 [+j #" 00i�j " 00 #i+j00 #"i+j0 #" 0i].The best place to implement this additional phase shift due to the fermion anticom-mutation relations is in the symmetry subroutine, i.e. `symlin' which has beendiscussed a few pages before. If the convention of the above example is used, aphase shift occurs only when in a translation a spin jumps across the boundary, andonly when there is an odd number of spins of a kind on a chain with an even numberof sites. 2.3 Calculating the Matrix ElementsIn this section the matrix elements for the Heisenberg HamiltonianH = J X<ij>Si � Sj= J X<ij>[(SziSzj ) + 12(S+i S�j + S�i S+j )] (2.4)are calculated in the Sz-basis.[31] When not using a basis which is reduced by sym-metries, the Ising term (SziSzj ) yields only diagonal matrix elements while the uc-tuation terms 12(S+i S�j + S�i S+j ) give strictly o�-diagonal contributions to the matrix



42representation. However, when symmetries are introduced the uctuation terms canalso have diagonal contributions.The uctuation terms cause an exchange in spin-orientation between neighborswith opposite spins, e.g. j "##">! j #"#"> and j "##">! j "#"#>. The way toimplement spin-ip operations of this kind on the computer is by de�ning so-called`masks', which indicate the position of the spin-pair to be exchanged. A mask isa binary with `0' everywhere but at the position of the spin-pair to be ipped,e.g. (0,.....,0,1,1,0,.....0). Then the logical operation `xor' can be used on the initialstate and the mask state to produce the �nal con�guration with spins ipped atthe position indicated by the mask. As an example, for a 6-site chain the maskstate (0,0,1,1,0,0) = j ""##"">= 22 + 23 = 12 ips the spins at sites `2' and `3'(starting to count from the right with site `0'). Acting with this mask on the statej "#"#"#>= 21 yields xor(21,12)=(010101).or.(001100)=(011001)= 25 = j "##""#>.It is convenient to produce all masks needed for a given operation at a certaincluster geometry in a separate subroutine. Here we present an example for a simpleroutine which gives all masks, here denoted as `ibond1', for spin-ip operations ona linear lattice with periodic conditions.c ni < nj label the two sites for a given bondc ibond1(nb) : stores the mask con�guration forc two nearest neighbor down-spinsc ns : number of sitesc nb : number of bondssubroutine bonlin(ni,nj,ibond1)integer ni(8),nj(8),ibond1(8)ns=4nb=2*nsdo 10 in=1,ns-1



43ni(in)=innj(in)=in+110 continueni(ns)=1nj(ns)=nsdo 15 id=1,nbn1=ni(id)-1n2=nj(id)-1ibond1(id)=2**n1+2**n215 continuereturnendIn this routine all possible neighbor pairs (ni,nj) are constructed. The corre-sponding mask state is then simply the binary `ibond1' corresponding to two spin-downs at (ni,nj). For more complicated cluster geometries, like 2D tilted clusters,the only change that has to be introduced in this routine is the entries for the pairs(ni,nj) as is shown in Fig.2.4.
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44which involves pairs of next nearest neighbor sites. E.g. for the p8 � p8 clusterthose would be : ni(1)=1,nj(1)=4,ni(2)=2,nj(2)=6, ..... , ni(9)=1,nj(9)=2, ....Now all o�-diagonal elements can be constructed using the masks for the givencluster. Since typically electronic Hamiltonian matrices (e.g. for Heisenberg, Hub-bard or t-J models) are sparse, it is convenient to store only the non-zero o�-diagonalmatrix elements, say `hj', and their position in the matrix. Furthermore, since thematrix representation of any quantum mechanical Hamiltonian is hermitian, onlythe upper right triangle of the matrix has to be stored. The size of the vector for thediagonal elements, say `sdiag', requires less memory, and thus even the `zero-entries'can be stored. In Fig.2.5 the structure of the Hamiltonian matrix representation isvisualized.
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.Figure 2.5: Schematic matrix representation for a Hamiltonian with diagonal ele-ments `sdiag' and o�-diagonal elements `hj'.To get a notion of the memory requirements, consider the 16-site Heisenbergchain. In the Sztot = 0 subspace there are NC= 16!8!8!=12,870 states when no sym-metries are used. This is the linear size of the corresponding matrix representa-tion, and also equal to the number of diagonal matrix elements. Thus naively a



4512; 870 � 12; 870 matrix would have to be stored. However, since only the upperright triangle of the matrix needs to be considered, this reduces to approximatelyNC�NC2 = 12;870�12;8702 = 82; 818; 450 states. If only the non-zero o�-diagonal elementsare stored this number can be reduced dramatically. For the spin-1/2 chain thesize of the vector corresponding to the non-zero o�-diagonal matrix elements can beestimated by considering the number of possible spin-ips generated from a givencon�guration. The maximum number of spin-ips is obtained from the N�eel con-�gurations j "#"# : : : > and j #"#" : : : >, e.g. these con�gurations have matrixelements with N other states for a N-site cluster. Thus an upper boundary forthe number of non-zero o�-diagonal elements is given by NC�NC2 � NNC = NC�N2 , i.e.12;870�162 = 102; 960 for the above example. However, the typical number of transi-tions for a given con�guration due to spin uctuations is considerably lower, i.e. thetwo states with the least number of spin-ips (only two) are the `phase separated'states j ## : : : ##"" : : : ""> and j "" : : : ""## : : : ##>.Before we turn to an example of a subroutine which produces matrix elementsfor the Heisenberg chain, let us discuss how to store the position of the non-zeroo�-diagonal matrix elements `hj' in an e�cient manner. A standard way of storingsparse matrices is to write the horizontal position of non-vanishing elements abovethe diagonal in the Hamiltonian matrix to an integer vector, say `icolmj', and thenumber of non-zero elements per column to another integer vector, say `knon0j'.Let us for example consider the Hamiltonian matrix for a 4-site Heisenberg chain in



46the Sztot = 0 subspace [31]H = J 0BBBBBBBBBBBBBBBB@ 0 1=2 0 0 1=2 01=2 �1 1=2 1=2 0 1=20 1=2 0 0 1=2 00 1=2 0 0 1=2 01=2 0 1=2 1=2 �1 1=20 1=2 0 0 1=2 0
1CCCCCCCCCCCCCCCCA : (2.5)Using the above convention the entries for `icolmj' are (2,5,3,4,6,5,5,6), while for`knon0j' we get (2,3,1,1,1), storing only the upper right triangle of the matrix.In the subroutine `smatel' (shown below) the diagonal and o�-diagonal matrixelements for a 4-site Heisenberg chain are evaluated. The only change which needsto be introduced to generalize this routine to arbitrary cluster sizes and shapesis done by adjusting the number of lattice sites `ns'. Appended to this routineis another subroutine `search' which �nds the label `my' for a binary input state`jx'. This routine is called to determine the horizontal position of an o�-diagonalmatrix element < jketdwjHjjx >, where `jketdw' is the initial con�guration and `jx'is generated from `jketdw' by a spin-ip operation as discussed above.c idw0(nclass) stores representatives for the nclass classesc created by symmetry operationsc icount is the number of non-zero o�-diagonal matrixc elements `hj' created in this routinec `icolmj' stores the number of the column where each non-zeroc o�-diagonal matrix element residesc `knon0j' is the number of non-zero o�-diagonal matrixc elements in a given columnc The diagonal matrix elements are stored in sdiag(nclass)c `sclass' stores the square root of the number of statesc for a given class



47c subroutine `bonlin' de�nes the maskc con�gurations (explained before)c subroutine `symlin' generates representativesc of the classes (explained before)subroutine smatel(idw0,nclass,icount,hj,icolmj,knon0j,1 sdiag,sclass)integer ni(8),nj(8),ibond1(8)complex hj(10)real zr(10),zi(10),sdiag(10),sclass(10)integer nmy(10)real signr(10),signi(10)integer idw1(10),idw0(10)integer icolmj(10),knon0j(10)integer nsr(8)ns=4nb=ns*2nmax=2**ns-1icount=0call bonlin(ni,nj,ibond1)do 41 m1=1,nclasscc diagonal contributionsc jketdw=idw0(m1)cc `nsr(is)' stores the spin (0 or 1) at site `is'c nm1my=0do 15 is=1,nsi1=is-1nsu=and(rshift(jketdw,i1),1)15 nsr(is)=nsuzrm1=0.0cc `zrm1' accumulates the diagonal contributions from Pi;j Szi Szjc `ni(n)' and `nj(n)' are the sites at the end of bond `n'c do 20 n=1,nbnbi=ni(n)nbj=nj(n)ir=nsr(nbi)+nsr(nbj)if(ir.eq.1)then



48zrm1=zrm1-0.25elsezrm1=zrm1+0.25endif20 continuecc o�-diagonal contributionsc call symlin(jketdw,idw1,no,itouch,signr,signi)do 37 lc=1,nojbradw=idw1(lc)do 25 j2=1,nbibd1=ibond1(j2)jtypdw=and(jbradw,ibd1)if(jtypdw.eq.ibd1)go to 25if(jtypdw.gt.0)thenjy=xor(jbradw,ibd1)call search(jy,idw0,nclass,itouch,my)if(itouch.eq.1)thenif(my.gt.m1)thennm1my=nm1my+1nmy(nm1my)=myzr(nm1my)=0.5*signr(lc)zi(nm1my)=0.5*signi(lc)else if(my.eq.m1)thenzrm1=zrm1+0.5*signr(lc)endifendifendif25 continue37 continuesdiag(m1)=zrm1den = 1.0/sclass(m1)do 38 i=1,nm1myind=nmy(i)ip=i+icounticolmj(ip)=indhj(ip)=cmplx(zr(i),zi(i))*sclass(ind)*den38 continueicount=icount+nm1myknon0j(m1)=nm1my41 continuereturn



49endc*************************************************************c This routine �nds whether the input state `jx' isc a representative of a class (i.e. the state in a classc with the minimum integer representation). If yes, itouch=1c Also, it �nds the label `my' of the state, which willc be the number of the matrix column where thec corresponding matrix element is placedsubroutine search(jx,idw0,nclass,itouch,my)integer idw0(10)itouch=0n2=nclassn1=134 if(n1.gt.n2) go to 50my=(n1+n2)/2if(jx.gt.idw0(my)) go to 35if(jx.eq.idw0(my)) go to 36n2=my-1go to 3435 n1=my+1go to 3436 itouch=150 continuereturnendAfter the subroutine `bonlin' has been called to set up the geometry of the clustera loop over all classes which make up the basis is started (`do 41'). The diagonalmatrix elements for a given representative `jketdw' are obtained by subsequentlytesting pairs of neighboring spins for their relative orientation (`do 20' loop). If theyare equal they contribute J/4 to the corresponding matrix element, else it is -J/4.The preliminary diagonal element is then stored in `zrm1'. Information about thespin orientation at a given site `is' is obtained from the operation and(rshift(jketdw,is-1),1) . If this quantity is equal to `1' there is a down-spin at site `is', else it is anup-spin.



50The o�-diagonal elements are obtained in the `do 25' loop. If symmetries are usedthey depend on the relative phase acquired by the symmetry operation(s), thus thesymmetry subroutine `symlin' has to be called before the o�-diagonal elements canbe calculated. Then an additional loop over the members of the class representedby `jketdw' (`do 37') has to be added since a given initial state might have a non-vanishing transition into another class but not necessarily into its representative.In the `do 25' loop a spin-ipped state jy=xor(jbradw,ibond1(j2)) is constructedfrom an initial con�guration `jbradw' using the mask `ibond1' if the two spins lo-cated at the positions indicated by `ibond1' have opposite orientation. Then, thesubroutine `search' is called to determine whether `jy' is a representative. If yes(itouch = 1) the label `my' of the new state is obtained. `my' indicates the columnto where the matrix element under construction will be written. Each contributionfrom a spin-ipped pair at two neighboring sites corresponding to the mask `ibond1'is stored in zr (real part) and zi (imaginary part). The energy contribution is J/2(plus the phase acquired by symmetry operations) per ipped pair. If the spin-iptransition maps the initial state `jbradw' into itself (this can only be the case whensymmetries are used) the contribution of J/2 (plus phase) goes to the correspondingdiagonal matrix element `zrm1'. Once this loop is completed all contributions to thediagonal elements are written to `sdiag' and the ones to the o�-diagonal elementsare stored in `hj'.In the `do 38' loop, the Hamiltonian matrix is set up as vizualized in Fig.2.5, e.g.the number of the column where the o�-diagonal Hamiltonian matrix element `hj'is stored is written to the integer vector `icolmj', etc.. Later, the number of entries



51for a given column `n' are stored in the vector `knon0j(n)'. The factors going into`hj' are :1. a factor 12 which stems from the prefactor of the uctuation term(S+i S�j + S�i S+j ) (enters in `zr' and `zi'),2. phases associated with the momentum of the subspace which also enter `zr'and `zi',3. factors associated with the number of states per class, `sclass'.As an example, we discuss the o�-diagonal matrix element between the k=0 statesof a 4-sites chain (see also Appendix B). The only two states in the k=0 subspace arejai = 1p4[j ""##i+ j "##"i+ j ##""i+ j #""#i] and jbi = 1p2[j "#"#i+ j #"#"i]. Then,hbj12Phi;fi(S+i S�j + S�i S+j )jai = [hj "#"# j + j #"#"i] 1p2 124 1p4 [j "#"#i+ j #"#"i] = p2.Here, `sclass' for state jai is `p4', and for state jbi it is `p2'. The ratio of thesefactors eneters `hj' as `sclass(ind)*den' in the `do 38' loop, where `ind' indicates thenumber of the column associated with state jai .The subroutine `search' determines for a given input state `jx' whether it is arepresentative of a class, and if it is, then �nds the corresponding label `my' forthat state. The search is done by iterative comparison of the input state withall representatives stored in `idw0'. The search result is positive (itouch=1) whenthe input state can be matched with one of the representatives ( see the line :`if(jx.eq.idw0(my)) go to 36'). Then also the associated label `my' of the input stateis returned. This label indicates the column corresponding to `jx' in the Hamiltonianmatrix.



52Both subroutines, `smatel' and `search', are quite general and apply to spinsystems of any size or shape. It is a good idea to keep the geometry dependentoperations in separate routines (such as `symlin' and `bonlin'). Then changes in thecode can be implemented only at a few problem dependent locations in the program.Finally, for the case of systems with mobile fermions, such as the t-J and the Hub-bard model, there is a hopping contribution of the form Ht = �tPhiji;�[cyi;�cj;� + h:c:]to the Hamiltonian. (For the case of the t-J model this term acts only in the re-stricted space where no double occupancy at a single site is allowed.) The evaluationof matrix elements for this term is analogous to the the procedure in `smatel'. How-ever, care has to be taken because of the fermion anticommutation relations (Eq.2.4) which were mentioned at the end of the preceeding section.Let us �rst focuss on an example to illustrate the problem. The fol-lowing matrix element of the hopping Hamiltonian yields a negative contribu-tion : h# 0 " 0jHtj #" 00i = hvacjc3#c1"(�tcy1"c2")cy2"cy3#jvaci = �t. On the otherhand, the following matrix element gives a contribution with the opposite sign :h0 " 0 # jHtj #" 00i= hvacjc2"c0#(�tcy0#c3#)cy2"cy3#jvaci = t. The di�erence in sign be-tween the two matrix elements is associated with the jump of a spin across theperiodic chain boundary, i.e. in the second example the hopping term, �tcy0#c3#,forces such a jump. Then, the anticommutation relations between the fermion op-erators yield a minus sign for this transition. In analogy to the discussion of normalordering in the set-up of translational invariant basis states, the occurance of a phasedue to fermion anticommutation relations depends on the number of spins of a kindin the state which is acted upon with the hopping operator, i.e. an odd number of



53up- or down-spins in a chain with an even number of sites is a prerequisite for sucha phase change.In 2D systems the phases due to anticommutation can appear even if no fermionsare crossed at the boundary. For example, if we have the following con�guration ona ladder
0 0 0

0 0where the sites are labelled as
0123
4567then moving the spin from `1' to `5' gives a minus-sign.2.4 The Lanczos ProcedureIn this section the actual Lanczos procedure is discussed, i.e. a matrix repre-sentation in which the given Hamiltonian is tridiagonal is found iteratively. Afterthis step is carried out, the evaluation of the lowest eigenvalue and its correspond-ing eigenvector can be done using standard routines (e.g. `Numerical Recipes' or`Eispack' provide such routines).[27]The Lanczos method can be described as follows : �rst, it is necessary to selectan arbitrary vector j�0i in the Hilbert space of the model being studied. The overlapbetween the actual ground state j 0i, and the initial state j�0i should be nonzero.If no \a priori" information about the ground state is known, this requirement isusually easily satis�ed by selecting an initial state with randomly chosen coe�cients



54in the working basis that is being used. If some other information on the groundstate is known, like its total momentum and spin, then it is convenient to initiatethe iterations with a state already belonging to the subspace having those quantumnumbers (and still with random coe�cients within this subspace).After j�0i is selected, de�ne a new vector by applying the Hamiltonian Ĥ to theinitial state. Subtracting the projection over j�0i, we obtainj�1i = Ĥj�0i � h�0jĤj�0ih�0j�0i j�0i; (2.6)that satis�es h�0j�1i = 0. Now, we can construct a new state that is orthogonal tothe previous two as,j�2i = Ĥj�1i � h�1jĤj�1ih�1j�1i j�1i � h�1j�1ih�0j�0i j�0i: (2.7)It can be easily checked that h�0j�2i = h�1j�2i = 0. The procedure can be general-ized by de�ning an orthogonal basis recursively as,j�n+1i = Ĥj�ni � �nj�ni � �2nj�n�1i; (2.8)where n = 0; 1; 2; :::, and the coe�cients are given by�n = h�njĤj�nih�nj�ni ; �2n = h�nj�nih�n�1j�n�1i ; (2.9)supplemented by �0 = 0, j��1i = 0. In this basis, it can be shown that the Hamil-tonian matrix becomes, H = 0BBBBBBBBBBBB@�0 �1 0 0 : : :�1 �1 �2 0 : : :0 �2 �2 �3 : : :0 0 �3 �3 : : :... ... ... ... 1CCCCCCCCCCCCA (2.10)



55i.e. it is tridiagonal as expected. Once in this form the matrix can be diagonalizedeasily using standard library subroutines, for example the routine `TQLI' providedin `Numerical Recipes'. However, note that to diagonalize completely the modelbeing studied on a �nite cluster a number of iterations equal to the size of theHilbert space (or of the subspace under consideration) is needed. In practice thiswould demand a considerable amount of CPU time. However, one of the advantagesof this technique is that accurate enough information about the ground state of theproblem can be obtained after a small number of iterations (typically of the orderof � 100 or less). Thus the method is suitable for the analysis of low temperatureproperties of models of correlated electrons.Here we provide an example for a routine which iteratively sets up the tridiago-nal representation of a given Hamiltonian as discussed above. The main part of theLanczos routine (`lanczs') is written in a model independent way and can be usedfor arbitrary systems. The model dependence is contained entirely in the subroutine`atimex' in which the Hamiltonian matrix is applied to a given input vector j�ni.At each iteration step, the subroutine `TQLI0' is called to obtain the lowest eigen-value for the tridiagonal representation under construction. The routine `TQLI0'which only �nds the lowest eigenvalue but not the corresponding vector is a slightlymodi�ed version of `TQLI' provided in `Numerical Recipes'. As outlined there aconsiderable amount of computing time can be saved when only the eigenvalue isneeded. Thus, in our code, the ground state eigenvector is only computed once theeigenvalue has converged up to the speci�ed accuracy, marked `tol'. The lines to beomitted from `TQLI' when the ground state vector is not needed are highlighted in`Numerical Recipes' and will not be discussed here.



56c In each step of the Lanczos algorithm the values of �c and � are computed. These are the non-zero elementsc of the tridiagonal matrix T(j). `ev' is the eigenvaluec calculated up to an accuracy speci�ed by `tol'. `x' isc the input vector, `xf' is the ground state vector; bothc have dimension `np'. `hj',`icolmj',`knon0j' and `sdiag'c have been de�ned and calculated in `smatel'. The dimensionsc in this subroutine have been set up for 6 classes andc 50 Lanczos iterationssubroutine lanczs(ev,xf,x,hj,icolmj,knon0j,sdiag)real sdiag(6),tolinteger icolmj(10),knon0j(10)complex hj(10)complex x(6), q(6), y(6), xf(6)complex qoldreal alfa(50), beta(50), vectri(50)real aprov(50),bprov(50),z(50,50)itm=50itmax=50np=6nhj=8nclass=6tol=1.e-10il = 1cc just initialize some vectorsc 25 do i = 1,nclassq(i) = cmplx(0.0,0.0)y(i) = cmplx(0.0,0.0)end doif(il.eq.1)thendo i = 1,nclassxf(i) = x(i)end doelsedo i = 1,nclassx(i) = xf(i)xf(i) = cmplx(0.0,0.0)end doendifcc start main loopc evmin0 = 100.0do 11 its = 1, itm



57cc we calculate�n = ph�nj�nic j�n�1i is already normalizedc anorm2=0.0do i = 1,nclassanorm2 = anorm2 + x(i)*conjg(x(i))end dobeta(its) = sqrt(anorm2)do i = 1,nclassqold = q(i)q(i) = x(i) / beta(its)x(i) = qoldend docc the subroutine `atimex' is appended at the endc call atimex (q,y,np,nclass,nhj,hj,icolmj,knon0j,sdiag)cc the moments �n and �n of Eq.2.10 arec now calculated using the recursion Eq.2.7c alfa(its) = 0.0do i = 1,nclassx(i) = y(i) - x(i) * beta(its)alfa(its) = alfa(its) + real(q(i) * conjg(x(i)))end dodo i = 1,nclassx(i) = x(i) - q(i) * alfa(its)end doif (il.eq.1)thenits0 = itsdo in=1,its0aprov(in)=alfa(in)bprov(in)=beta(in)end docc lowest eigenvalue of Tmc call tqli0(aprov,bprov,its0,itmax)ev = 1.0e5do in=1,its0if(aprov(in).lt.ev)thene2 = evev = aprov(in)min = inendifend doif(min.eq.1)thendo in=2,its0



58di� = abs(aprov(in)-ev)if(di�.gt.1.0e-6)thenif(aprov(in).lt.e2)e2 = aprov(in)endifend doendifcc test of accuracy. if satis�ed the iterations are terminatedc if(its.gt.30.and.abs(ev-evmin0).lt.tol)go to 12evmin0 = evelsedo i = 1,nclassxf(i) = xf(i) + q(i) * vectri(its)end doendif11 continuecc Main loop now �nishedc 12 if (il.eq.1)thenil=2itm = its0do in=1,its0aprov(in)=alfa(in)bprov(in)=beta(in)end dodo 40 in=1,its0do 41 jn=1,its0z(in,jn)=0.041 continuez(in,in)=1.040 continuecc ground state vector of Tmc call tqli(aprov,bprov,its0,itmax,z)do in=1,its0vectri(in) = z(in,min)end dogo to 25elseanorm=0.0do i = 1,nclassanorm = anorm + xf(i)*conjg(xf(i))end dosqnorm = sqrt(anorm)do i = 1,nclassxf(i) = xf(i) /sqnormend do



59endifreturnendc******************************************************************c program to compute H jqi = jyic nh: total number of nonzero elementsc knon0(m1): number of nonzero elements in row m1=1,nclassc icolmn(i): column corresponding to the ith nonzero valuesubroutine atimex(q,y,np,nclass,nhj,hj,icolmj,knon0j,sdiag)complex hj(nhj)complex q(np),y(np)real sdiag(np)integer icolmj(nhj),knon0j(np)AJ=1.0icounj=0do 11 m1=1,nclassy(m1)=AJ*sdiag(m1)*q(m1)11 continuedo 21 m1=1,nclassdo 25 ic=1,knon0j(m1)icounj=icounj+1jcol=icolmj(icounj)y(m1)=y(m1)+AJ*hj(icounj)*q(jcol)y(jcol)=y(jcol)+AJ*conjg(hj(icounj))*q(m1)25 continue21 continuereturnendIn the main loop of `lanczs' (`do 11') a tridiagonal representation of the Hamilto-nian is obtained iteratively, and at each iteration step `its' the eigenvalue `ev' for thecorresponding `its by its'-matrix is found. The loop runs up to a maximum numberof iterations (`itm') speci�ed by the user, only if the eigenvalue has not convergedup to an accuracy `tol' before `itm' has been reached. As a convergence criterionthe eigenvalue at a given iteration `its' is compared with the one obtained in theprevious one (`its-1'). If the di�erence between these two quantities is smaller than`tol' the main loop is exited (if(its.gt.30.and.abs(ev-evmin0).lt.tol)go to 12 ).(The �rstcondition if(its.gt.30 ...) is there to ensure that the Lanczos routine does not get



60trapped in a metastable state in the �rst couple of iterations.) If the eigenvalue doesnot converge within `itm' iterations up to the desired accuracy the loop is exitedanyway. In that case it is advisable either to repeat the run with more Lanczositerations `itm' or to lower the convergence criterion `tol'.After the main loop is exited the ground state vector is calculated for the tridiag-onal matrix representation of length `its0', which is equal to the number of iterationsneeded to converge to the eigenvalue (or `its0' = `itm' in case it did not converge).Then the main loop is entered one more time, since the ground state vector ob-tained in the tridiagonal representation needs to be transformed into the Sz-basisto be useful for taking ground state averages and for the evaluation of dynamicalquantities. Since in these last `its0' runs through the main loop the only step is thetransformation of the ground state vector from the basis in which the Hamiltonianis tridiagonal into the Sz-basis, calls for the subroutine `TQLI0' are unneccessaryand are omitted. This is done by de�ning a variable `il' which is set to be `1' for the�rst time the main loop is entered, and `2' for the second time. Using if-statements(if (il.eq.1)then) the call for `TQLI0' is ommitted for the second run-through.Now let us take a closer look at the technicalities in `lanczs'. Before the mainloop is entered, the complex vectors `x', `xf', `y' and `q' are initialized. `q' an `y' areonly temporary vectors, while `x' and `xf' are the initial (usually randomly chosen)and �nal state vectors respectively. When the main loop is entered for the secondtime to evaluate the ground state vector in the Sz-basis, the initial vector is set equalto the �nal vector of the last Lanczos iteration before the main loop was exited.In the main loop (`do 11'), the input vector `x' is normalized �rst. The nor-malization yields the temporary vector `q' on which the Hamiltonian acts in the



61subroutine `atimex'. The square root of the normalization constant gives the o�-diagonal elements �(its) for the given Lanczos iteration `its'. Naturally, �(1) doesnot contain any information about the Hamiltonian since it is just the normalizationof a randomly chosen seed state. Thus �(1)=�0 does not appear in the tridiagonalrepresentation (Eq. (2.10)). While the �'s are o�-diagonal contributions from thecomponents of Hjqi which do not have a projection on jqi itself, the �'s measurethe projection of the Hamiltonian on the input state `q'. In Fig.2.6 one Lanczositeration step is visualized.
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)Figure 2.6: Schematic representation of a Lanczos iteration step.Let us shortly discuss the matrix multiplication performed in the subroutine`atimex'. In this routine the Hamiltonian matrix is applied to the normalized in-put state `q'. `atimex' is dependent on the physical system under considerationin two ways : it contains the diagonal (`sdiag') and o�-diagonal (`hj') elements ofthe Hamiltonian representation (including their positions contained in `icolmj' and`knon0j' as discussed above), but also the coupling constants (here the exchangecoupling `AJ') of the Hamiltonian.



62In the `do 11' loop the diagonal contributions of the Hamiltonian are appliedto the input vector. This is a simple scalar multiplication. The more complicatedstep of applying the o�-diagonal contributions to the input state is performed intwo nested loops (`do 21' and `do 25'). While the outer loop goes through all rowsof the matrix, the inner one goes through all `knon0j(m1)' non-zero o�-diagonalelements per row `m1'. It is instructive to have Fig.2.5 in mind when reading thissubroutine. Since only the upper-right triangle of the Hamiltonian matrix is storedthere have to be two multiplications, one yielding the contributions from the upper-right triangle (y(m1)=y(m1)+AJ*hj(icounj)*q(jcol)) and the ones from the hermitianlower-left triangle (y(jcol)=y(jcol)+AJ*conjg(hj(icounj))*q(m1)).To understand the rapid convergence to the ground state which is obtained us-ing the Lanczos algorithm, it is convenient to consider a variation of this techniqueknown as the \modi�ed" Lanczos method.[28] In this method, the diagonalizationproceeds using \2 � 2 steps" i.e. �rst the Hamiltonian in the basis j�0i and j�1i(de�ned above) is diagonalized. The lowest energy state is always a better approxi-mation to the actual ground state than j�0i. This new improved state can be usedas the initial state of another 2�2 iteration, and the procedure is repeated as manytimes as needed, until enough accuracy has been reached. Then, it is clear that themodi�ed Lanczos method, or the original Lanczos, can be described as a systematicway to improve a given variational state that is used to represent the ground stateof the system, and thus it is not surprising that ground state properties can beobtained accurately well before the rest of the matrix eigenvalues are evaluated.In the modi�ed Lanczos method the ground state is always explicitly at hand.While this technique converges more slowly to the ground state than the standard



63Lanczos method, the latter needs to be run twice to get the ground state explicitly.Thus, in some cases it is easier to use the modi�ed Lanczos approach which issomewhat simpler to program. An even more pedestrian technique is the powermethod which consists of applying the Hamiltonian n-times to the initial state untilall excited states are �ltered out. For very simple problems this method may besu�cient, and it is easy to program.2.5 Calculating Expectation ValuesThe strength of the Lanczos method lies not only in the arbitrarily precise nu-merical evaluation of the energy levels for a given physical system but also theircorresponding eigenstates. This enables us to evaluate the expectation value forany operator of interest, in particular o�-diagonal correlation functions which areoften not accessible to Quantum Monte Carlo simulations due to statistical errorsintrinsic to the method.At this point we want to caution the reader about the convergence of the Lanczosmethod presented in the previous sections. In general, the coe�cients of the eigen-states converge roughly 2-3 orders of magnitude more slowly than the correspondingeigenvalues. Thus, if a certain minimum di�erence in energy eigenvalues betweentwo Lanczos steps, say �(Ei+1�Ei) ' 10�12, is chosen as a cut-o� criterion for theLanczos procedure, the corresponding eigenstate has not converged to an equivalentprecision, e.g. �(c�i+1 � c�i ) ' 10�9 where j	i >= P� c�i j� > and the index `i'denotes the respective Lanczos iteration step.Averages of interest are typically spin-spin correlations (e.g. < SziSzj >), charge-density correlations (e.g. < ninj >) and combinations thereof. Unfortunately, for



64�nite systems with an intrinsic continuous symmetry, such as for the Heisenberg,the XY, and the t-J Hamiltonian, the expectation value of the order parameter -e.g. the staggered magnetization at a given site < Szj > - vanishes, although this isnot true for the bulk limit (N !1) if an external staggered �eld h is used and ifthe limit h!1 is taken after N !1. In these cases, where the order parametercannot be determined directly, one needs to study the �nite scaling behavior of thecorresponding correlation function (< SziSzj >) to extract the correlation length andthe ordered moment.Taking diagonal averages, which determine the projection of an operator on astate, is a very easy procedure once the ground state is obtained, since it onlyexploits computational concepts which have been already discussed. On the otherhand, o�-diagonal averages which connect di�erent states of the same subspace (e.g.< cyicj > where i and j are site indices) are more delicate since they require searching.They will be discussed in the next section.In the following, we will discuss a short routine which calculates the diago-nal spin-spin correlation function `avspincorrel' for a system with `ns' sites andground state vector `xf'. The `nclass' representatives `idw0' are also input param-eters. The correlations are measured with respect to an arbitrarily chosen site,here : icentr=1. The spin-autocorrelation `avspincorrel(1)' gives the on-site cor-relation at site `icentr=1', the nearest-neighbor correlations `avspincorrel(2)' and`avspincorrel(ns)' (the later one comes in through periodicity for the linear case)give the average relative spin orientation between sites `1' and `2' (`1' and `ns'),etc. . The important sequence which determines whether there is a spin-down or aspin-up at site `i1' for a given basis state idw1(kt) is given by the logical operation



65nsd=and(rshift(idw1(kt),i1),1). `nsd' will be `1' if there is a spin-down at site `i1' andzero if the spin is down.A small additional complication enters this routine since it is written for thegeneral case where symmetries are exploited. Thus for each representative `idw0'the corresponding `nclassmember' members of the class represented by `idw0' haveto be found �rst. (This happens in the call for the subroutine `symlin'.) Then,in an inner loop (`do 26') each individual basis state `idw1' is acted upon by thecorrelation operator as discussed above.c This subroutine calculates diagonal spin-spin correlation functionsc ns : cluster size, nclass : number of classesc xf : coe�cients of the ground state vector, idw0 : representatives of thec basis statesc avspincorrel : averaged spin-spin correlation functionsc The dimensions chosen here are for a 4-site latticec with less than 10 statessubroutine averag(ns,nclass,xf,avspincorrel,idw0)complex xf(10)real avspincorrel(4),spincorrel(4)integer idw1(10),idw0(10),nsv(4)icentr=1do jv=1,nsavspincorrel(jv)=0.0end docc loop over classesc do 25 ks=1,nclassxfsquared=xf(ks)*conjg(xf(ks))jdw=idw0(ks)call symlin(jdw,idw1,nclassmember,itouch,signr,signi)do js=1,nsspincorrel(js)=0.0end doc



66c loop over members of each classc do 26 kt=1,nclassmemberdo jv=1,nsi1=jv-1nsd=and(rshift(idw1(kt),i1),1)nsv(jv)=2*nsd-1end dodo jv=1,nsspincorrel(jv)=spincorrel(jv)+nsv(jv)*nsv(icentr)end do26 continuexfsquared=xfsquared/nclassmemberdo jv=1,nsavspincorrel(jv)=avspincorrel(jv)+spincorrel(jv)*xfsquaredend do25 continuereturnendThe two major loops in this short routine are an outer loop over the class repre-sentatives (`do 25') and an inner loop over all the members of a given class (`do 26').In the inner loop, the spin orientations for each site of a given basis state `idw1' aretemporarily tabulated in the variable `nsv(jv)' where `jv' is an index which refers tothe distance relative to the reference site centered at `icentr'. `nsv(jv)' can assumethe values `1' or `-1' corresponding to a spin-down or a spin-up at distance `jv' from`icentr'. The contribution to the `jv -1'th-neighbor spin-spin correlation functionfrom a given basis state `idw1' is then added to a temporary vector `spincorrel'in the line : spincorrel(jv)=spincorrel(jv)+nsv(jv)*nsv(icentr). The weight associatedwith each of these contributions is determined by the square of the correspondingcoe�cient `xf(ks)' for each basis element `idw1(kt)' in the ground state. This can be



67visualised by using the variables of the above example in writing the ground state :j	gs >= nclassXks=1 xf(ks)jidw0(ks) > (! do 25 loop)jidw0(ks) >= 1nclassmember nclassmemberXkt=1 jidw1(kt) > (! do 26 loop): (2.11)The spin-spin operator SziSzj acts on each jidw1(kt) > within the inner loop,and its contributions are temporarily stored in `spincorrel'. The respec-tive weight of the contribution of each individual basis state to the over-all average is provided by multiplying `spincorrel' by the quantity `xfsquared'(= xf(ks) � conjg(xf(ks))=nclassmember), e.g.< 	gsjSziSzj j	gs > = nclassXks=1 nclassmemberXkt=1 xf(ks) � conjg(xf(ks))nclassmember� < idw1(kt)jSzi Szj jidw1(kt) > : (2.12)The overall normalization in the above subroutine was chosen such that the au-tocorrelations (i.e. i=j) are equal to one. However, for real spin-1/2 operators thereshould be an overall factor of 1/4 multiplying the correlation functions produced inthis routine.The above procedure can be easily modi�ed for any diagonal averages, e.g.density-density correlations. This particular correlation is of interest for systemswith mobile particles, like e.g. the Hubbard or the t-J model. The only essentialingredient to change in this case, is to create a hole-density operator instead of aspin-density operator (here : nsv(jv)=2*nsd-1). In a system of moving spin-1/2 par-ticles there can be 4 possible states per site : spin-up, spin-down, both a spin-upand a spin-down, or a hole. However, in the t-J model, the double occupied stateis discarded since it costs too much energy. To create a hole-density operator, we



68need to know the spin con�guration at each site, i.e. there should be two lines (i.e.nsu=and(rshift(jup,i1),1) , nsd=and(rshift(jdw,i1),1)) probing the up and down con�g-urations respectively. Then, for the t-J model the hole-density operator probing agiven site is given by : 1-(nsu-nsd)**2.Finally, for the isotropic Heisenberg model there is a good test to check whetherthe spin-spin correlation functions have been computed correctly using the equalityEgs =< J X<ij> Si � Sj >= 3JNl < SziSzj >; (2.13)where i and j denote nearest neighbor sites, and Nl is the number of links or bonds.Thus, the ground state energy of the system is proportional to the nearest neighborcorrelations in this particular case. This correlation must be translationally invari-ant, i.e. it should only depend on the distance between i and j rather than on theactual value of i. 2.6 Dynamical PropertiesThe greatest advantage of the Lanczos method over other numerical approachesis the accurate determination of dynamical correlation functions for a given �nitesystem.[29] The Quantum Monte Carlo technique is, unfortunately, not suitable toextract this information since the simulations are carried out in imaginary time.Then, currently the Lanczos approach is the only reliable technique to evaluatedynamical responses in a controlled way (of course, with the restriction of workingon small clusters). Finally, we will set-up the main formalism. In general, we areinterested in calculating quantities like,I(q; !) = � 1�Im[h 0(k)jÔy�q 1! + E0 + i�� Ĥ Ôqj 0(k)i]; (2.14)



69where Ôq is the momentum-dependent operator that we are analyzing (which de-pends on the actual experimental set up under consideration), j 0(k)i is the groundstate of the Hamiltonian Ĥ whose ground state energy is E0, its momentum is k(although in most cases of interest k = 0), ! is the frequency, and � is a small (real)number introduced in the calculation to shift the poles of the Green's function intothe complex plane. Introducing a complete basis, Pn j nih nj = 1, and using theidentity 1x+i� = P ( 1x) � i��(x), which is valid when � ! 0 (where x is real, and Pdenotes the principal part), we arrive toI(q; !) =Xn jh n(k+ q)jÔqj 0(k)ij2�(! � (En �E0)); (2.15)which is the standard way to express the spectral decomposition of a given operatorin terms of squared matrix elements multiplying the pole structure contained in thedelta-functions. j n(k+ q)i can be selected as eigenvectors of the Hamiltonian witheigenvalues En and momentum (k+ q). In practice, the �-functions are smeared bya �nite � i.e. they are replaced by Lorentzians according to �(x)! 1� �x2+�2 .In order to evaluate numerically Eq. (2.15), it is convenient to write the Hamil-tonian matrix in a special basis. As before, we will apply the Lanczos method towrite Ĥ in a tridiagonal form but instead of starting the iterations with a randomstate, we choose j�0(k+ q)i = Ôqj 0(k)iqh 0(k)jÔy�qÔqj 0(k)i ; (2.16)as the initial con�guration for reasons that will become clear soon. Following Fulde(1991), consider the matrix (z � Ĥ) and the identity (z � Ĥ)(z � Ĥ)�1 = I, wherez = ! + E0 + i�. Decomposed in the basis j�ni which is generated recursively fromj�0i via j�n+1i = Ĥj�ni � �nj�ni � �2nj�n�1i with coe�cients �n = h�njĤj�nih�nj�ni ; �2n =



70h�nj�nih�n�1j�n�1i , we arrive to Pn(z � Ĥ)mn(z � Ĥ)�1np = �mp. For the special case p = 0we obtain, Pn(z� Ĥ)mnxn = �m0, where xn = (z� Ĥ)�1n0 . This represents a systemof equations for the unknown x0. The particular case of n = 0 corresponds toh�0j 1z�Ĥ j�0i which is the quantity we want to study. Then, we need to solve thislinear system of equations.For this purpose we use Cramer's rule i.e. x0 = detB0det(z�Ĥ), where the matrices inthe fj�nig basis are given by,z � Ĥ = 0BBBBBBBBBBBB@ z � a0 �b1 0 0 : : :�b1 z � a1 �b2 0 : : :0 �b2 z � a2 �b3 : : :0 0 �b3 z � a3 : : :... ... ... ... 1CCCCCCCCCCCCA ; (2.17)and B0 = 0BBBBBBBBBBBB@ 1 �b1 0 0 : : :0 z � a1 �b2 0 : : :0 �b2 z � a2 �b3 : : :0 0 �b3 z � a3 : : :... ... ... ... 1CCCCCCCCCCCCA ; (2.18)where the coe�cients an; bn were de�ned above in the text. The determinants ofthese matrices are expanded as det(z� Ĥ) = (z� a0)detD1� b21detD2, and detB0 =detD1, where in general the matrix Dn is obtained from Eq.(2.17) by removing the�rst n rows and columns. Now, it can be easily shown thatx0 = 1z � a0 � b21 detD2detD1 : (2.19)



71The ratio of determinants on the right hand side of Eq.(2.19) can also be expandedas detD2detD1 = 1z � a1 � b22 detD3detD2 ; (2.20)and the procedure can be repeated until a full continued fraction is constructed.Recalling the de�nition of the spectral intensity I(q; !), it can �nally be shown thatI(q; !) = � 1�Im[ h 0(k)jÔy�qÔqj 0(k)iz � a0 � b21z � a1 � b22z � a2 � ::: ]; (2.21)which establishes the relation between Eq.(2.14) and a continued fraction expansion.Recalling that z = ! + E0 + i�, we can then obtain the spectral function for anyvalue of the frequency !, the width �, and knowing the ground state energy andmomentum of the system. From the eigenvalues of the Hamiltonian in the specialLanczos basis obtained by iterating with the initial state Eq.(2.16) we can get veryaccurately the positions of the poles in the spectral function.In practice, the best way to proceed in order to get the dynamical response ofa �nite cluster is in two steps. First, run the Lanczos subroutine using j�0(k+ q)ias the initial state. It is clear that with this procedure we are testing the subspaceof the Hilbert space in which we are interested, and thus all the states found in theLanczos step will contribute to the spectral function (there will be as many poles asiterations are carried out, assuming that this number is smaller than the total size ofthe subspace being explored). Secondly, in order to �nd the intensity of each pole it isuseful to recall that any energy eigenvector j n(k)i of the tridiagonal representation



72of the Hamiltonian can be written as j n(k)i = Pm cnmj�m(k)i, where j�m(k)i arethe orthonormalized vectors de�ned in the Lanczos procedure, with j�0(k)i givenby Eq.(2.16). Then, it can be easily shown thatjh n(k+ q)jÔqj 0(k)ij2 = jcno j2h 0(k)jÔy�qÔqj 0(k)i; (2.22)and thus the intensity can be written in terms of the �rst component of each eigenvec-tor obtained when the tridiagonal Hamiltonian matrix is diagonalized. In summary,the whole process simply amounts to a Lanczos run with a very particular initialstate. To test the convergence of the procedure it is generally enough to plot thespectral function with a particular �, and test by eye how the results evolve withthe number of iterations. In addition, more sophisticated methods to terminate theiterations using terminating functions to approximate the asymptotic behavior ofthe coe�cients an and bn can be implemented to smoothen the spectral function.Here, we present a subroutine (`inispi') which produces the seed statej�0(k+ q)i = Pj exp (iq � rj)Szrjj 0(k)i, where j 0(k)i is the ground state of thesystem obtained in a previous Lanczos run. The state j�0(k+ q)i will be subse-quently used as the input state for the Lanczos subroutine which yields the momentsan and bn. Later, we will also show a very simple routine which converts the an'sand bn's (n=0,..,N) into an N-pole dynamical correlation function.We suggest for the computation of the dynamical correlation functions to createa program separate from the one which produces the ground state energy and wavefunction of the system under consideration. E.g. the coe�cients of the groundstate vector as well as the representatives of the basis classes should be written to�les, say `groundstate' and `classes'. Then, in the program which determines thesystem dynamics these quantities are read in and acted upon N times with the



73operator under consideration, here Szq. The resulting vector is then passed to theLanczos subroutine, where it is acted upon with the Hamiltonian. The componentsof the Hamiltonian matrix should be set up in the dynamics program using the sameprocedure (sequence of subroutines) as in the initial Lanczos program. Since theelements of the Hamiltonian matrix act on j�0(k+ q)i, here the matrix needs to berepresented in a subspace corresponding to the quantum numbers of j�0(k+ q)i, i.e.the classes should have momentum k+ q. Also, for operators di�erent than Szq,the state j�0(k+ q)i may have a total spin and a total number of particles di�erentfrom j 0(k)i, and the corresponding basis states have to be constructed accordingly.The subroutines `search' and `symlin' called in the routine which is presentedbelow have already been discussed in previous sections. However, we have heretaken the liberty to modify `symlin' slightly by making the translational wavenumber`jscth0' (where k = 2��jscth0ns ) an argument of the call instead of �xing it within thesubroutine `symlin'.c In this subroutine the spin operator is applied to the ground state vectorc ns : number of sitesc nclas0 : number of classes in the basis of the ground statec nclas1 : number of classes in the basis of the �nal state, phi0 : �nal statec jscth1 : wave number of the spin operator, sclas1 : normalization for eachc set of states in the basis of the �nal statec jscth0 : momentum of the ground state vectorsubroutine inispi(ns,nclas0,nclas1,phi0,jscth1,sclas1,jscth0)complex phi0(10),psi0real sclas1(10),signr(256),signi(256)integer idw1(256)open(unit=25,status=`old',�le=`groundstate')open(unit=30,status=`old',�le=`classes')pi = acos(-1.0)



74do m1=1,nclas1phi0(m1) = cmplx(0.0,0.0)end docc loop over classes of jpsi0ic do 20 m1=1,nclas0read(25,*)psi0read(30,*)idw0call symlin(jscth0,idw0,idw1,nclassmember,itouch,signr,signi)psi0 = psi0 / sqrt(oat(nclassmember))cc loop over members of a given classc do 30 lc=1,nclassmemberjbradw=idw1(lc)cc acting with Sz on site j3c do 40 j3=1,nscall search(jbradw,idw0,nclas1,itouch,my)if(itouch.ne.0)thennspin=2*and(rshift(jbradw,j3-1),1)-1phase = - 2.0 * pi * (j3-1) * jscth1 / nspreal = cos(phase)pimag = sin(phase)phi0(my) = phi0(my) +1 cmplx(preal,pimag) * nspin * psi0 *1 cmplx(signr(lc),signi(lc))endif40 continue30 continue20 continuedo i=1,nclas1phi0(i)=phi0(i)*sclas1(i)end doclose(unit=25)close(unit=30)returnend



75The above routine is written in a rather generic way such that it can be modi�edeasily if there is interest in, e.g., the charge dynamics of the system. Again, we wouldlike �rst to highlight the central logical operation, which here is the Szq operatoracting on the basis state `jbradw' : nspin=2*and(rshift(jbradw,j3-1),1)-1 , where `j3' (= 1,ns) is a site index. For the particular case of spin-dynamics, this correspondinglogical operation does not lead out of the subspace of Sztot = 0 and does not changethe number of particles of the ground state `psi0' when it acts on it. However, thenumber of class representatives of j 0(k)i is not equal to the one for j�0(k+ q)i(nclas1 6= nclas0), e.g. this quantity is momentum dependent.In the case of hole dynamics, the corresponding logical operation is given by :jnew=xor(jbradw,2**(j3-1)). (This statement needs to be inserted right before thecall for the searching subroutine, and `jnew' replaces `jbradw' as the input statefor the search.) In contrast to the spin dynamics, this operation leads out of thesubspace of Sztot = 0 into jSztotj = 1=2 and decreases the number of particles by one.Then, j�0(k+ q)i can be only represented in a basis whose member states belong tothe subspace of j�0(k+ q)i di�erent from the basis for the initial state. Hence, theHamiltonian matrix, which will be applied to j�0(k+ q)i in the subsequent Lanczosrun to produce the dynamical moments also has to be represented in this new basis.Let us now discuss the subroutine `inispi' in detail. The only output variable is`phi0' corresponding to the coe�cients of the seed state j�0(k+ q)i. Input variablesare the number of sites (`ns') of the cluster, the number of classes of the subspaceof j 0(k)i (`nclas0'), the number of classes of the subspace of j�0(k+ q)i (`nclas1'),the momentum q of the operator Szq (`jscth1'), the square root of the number of



76members for each class in the subspace of j�0(k+ q)i (`sclas1'), and the momentumof the initial state j 0(k)i (`jscth0'). The parameters `nclas1' and `sclas1' can beobtained by running the subroutine `initl' for the subspace of j�0(k+ q)i �rst. Thissubroutine is also a prerequisite to set up the Hamiltonian matrix in the basis ofj�0(k+ q)i which is done in `smatel'.There are three nested loops in the subroutine `inispi' corresponding to the sumover classes of  0(k) (`do 20'), the sum over all `nclassmember' members for agiven class (`do 30'), and to the Fourier transform of the spatial Sz operator withmomentum q (`do 40'). After a class representative `idw0' and its coe�cient `psi0'for the ground state vector  0(k) are read in from �le, the corresponding membersfor the class represented by `idw0' are generated along with their respective phases`isignr' and `isigni' in the subroutine `symlin'. Since the Sz operator is applied to eachbasis state individually there is a loop over all `nclassmember' states represented by`idw0'. Finally, in the innermost loop the Sz operator acts on each site resulting innspin=�1 depending on the spin orientation at site `j3-1'. It also picks up a `phase'(=-2.0*pi*(j3-1)*jscth) corresponding to the position of the spin in the cluster. SinceSzq is a diagonal operator, the state it acts on (`jbradw') stays unchanged. Then,`jbradw' enters the call for the search routine which allows only representatives ofa given class in the new subspace of �0(k+ q) to contribute to the coe�cients of�0(k+ q) (`phi0'). However, for o�-diagonal operators, such as the hole operatordiscussed above or spin operators S�, the basis state which is acted upon is changedinto another one. That new state is then the one which enters the call for the searchsubroutine instead of `jbradw'. The if-statement following the call for the searchroutine guaranties that only the `nclas1' contributions to j�0(k+ q)i corresponding



77to the actions of the operator on the initial state are included in the coe�cients`phi0(my)'. Here `my' is the output index of the search routine labeling the positionof the class representative which is multiplied by the coe�cient `phi0(my)'.Again, it might be helpful to write the loops which occur in `inispi' as threeseparate sums in terms of the symbols used in this subroutine, e.g.jphi0i = nclas0Xm1=1 psi0m1nclassmember nclassmemberXlc=1 nsXj3=1 exp (i 2 � pi � jscth1 � (j3� 1)=ns)�� Szj3�1jidw1(lc)i; (2.23)where psi0m1 is the state `psi0' corresponding to class `m1', andnclas0Xm1=1 (! do 20); nclassmemberXlc=1 (! do 30); nsXj3=1(! do 40): (2.24)As a �nal comment on the subroutine `inispi' we want to indicate that it issuitable to produce o�-diagonal static averages for a given operator which leads outof the subspace of  0(k), i.e. hS+i S�j + S�i S+j i or hcyicji. The modi�cation whichneeds do be applied to the above subroutine is to store the contributions to `phi0'from di�erent pairs hi; ji separately, e.g. `phi0(my)' ! `phi0(j3,my)'. Once all`phi0(j3,my)' have been obtained the corresponding o�-diagonal correlations can begenerated by adding three nested loops at the end of the routine, e.g.do 32 l1 = 1,nsdo 32 l2 = 1,nsdo 31 m1 = 1,nclas1corr(l1,l2) = corr(l1,l2) + phi0(l1,m1)*conjg(phi0(l2,m1))31 continue32 continueNow, we turn to the �nal subroutine `strucfac' which converts the moments anand bn into dynamical correlation functions using Eq. (2.21). It is here assumed thatthese moments have been produced by applying Lanczos iterations to the seed state



78j�0(k+ q)i as discussed above. In `strucfac' the Green's function `green', G(q; !),is constructed recursively from the an's and bn's. Then, the imaginary part is takento produce the corresponding dynamical observable. This program is absolutelygeneric and independent of what dynamical quantity is calculated.The only output parameter of this routine is the frequency dependent dynamicalcorrelation function `dyncorrel'. Input parameters are the number of cluster sites`ns', the ground state energy `gsenergy' of the system obtained in the initial Lanczosrun, the moments an and bn (here : `an' and `bn'), and the number of Lanczositerations `itm' which have been applied to the seed state in the Lanczos subroutineof the dynamics program.c This subroutine converts the moments `an' and `bn' into a frequency dependentc correlation functionc ns : number of sites, dyncorrel : dynamic correlation functionc gsenergy : ground state energy, an,bn : moments produced in `lancsz'c itm : number of poles, omega : energy transfersubroutine strucfac(ns,dyncorrel,gsenergy,an,bn,itm)real dyncorrel(800),an(250),bn(250)complex x,greenepsilon=0.1omega=-4.0pi=acos(-1.0)do 20 i=1,800x=-omega+cmplx(0.,1.)*epsilon +gsenergygreen=1/(x-an(itm))do j=(itm-1),1,-1green=1.0/(x-an(j)-green*((bn(j+1))**2))end dodyncorrel(i)=bn(1)*bn(1)*dimag(green)/(ns*pi)omega=omega+0.0120 continuereturnend



79Here, frequencies are measured with respect to the ground state energy `gsenergy'which resembles the experimental situation (e.g. Neutron scattering in the case ofspin dynamics) where the energies measured are actually energy di�erences , orbetter energy transfers, between the ground state and excited states to which theoperator (here Szq) couples. The same holds for the momenta : q is the momentumtransfer between the ground state (with momentum k) and all excited states (withmomentum k+ q). The excited states with momentum k+ q are not neccessarilydegenerate, since they may di�er in various other quantum numbers, like e.g. spin-rotation, spin-inversion, spatial parity ... .Let us shortly discuss the details of the subroutine `strucfac'. The poles in theGreen's function (Eq. (2.15)) are replaced by Lorentzians of the form �(!)! 1� �!2+�2with a half-width given by `epsilon'. `epsilon' can be adjusted to make the spectrumsharper or smoother. Typically, a broadening of 10�25% of the unit of energy (e.g.t or J in the t-J model) is used. In this context it is important to keep the frequencysteps (omega=omega+0.01) about an order of magnitude smaller than `epsilon' toguaranty that no precision is lost in !-space.There are two nested loops in `strucfac'. The outer loop (`do 20') goes throughthe arbitrarily closely spaced frequency steps. Here, we have chosen steps of `0.01J'.In principle, there is no limit in this method to the resolution in !-space. The\coarseness" of the discretization in ! should be chosen in balance with the `ep-silon' value as discussed in the previous paragraph. In the inner loop, the an � bnrepresentation of the Green's function (Eq. (2.21)) for a given frequency is builtup iteratively starting with the highest pole and going backwards (green=1.0/(x-an(j)-green*((bn(j+1))**2))). Then, the imaginary part of this function is taken



80subsequently in the outer loop, and weighted with the factor bn(1)*bn(1) whichcorresponds to the numerator in Eq. (2.21). This procedure is repeated for each!-step.Sometimes it is necessary to calculate moments of the distribution I(q; !). Thiscan be done very easily. For example, the integral over frequency of the spectralfunction gives,Z 10 d!I(q; !) =Xn jh n(k+ q)jÔqj 0(k)ij2 = h 0(k)jÔy�qÔqj 0(k)i; (2.25)where we have assumed that the eigenvectors of the Hamiltonian are normalized toone, i.e. Pn jcn0 j2 = 1. Eq.(2.25) is a generic expression for some of the \sum-rules"frequently mentioned in the literature for various operators Ôq. Let us for exampleconsider the sum-rules for the spin operator Ôq = Sz(q) = Pj exp (�iq � rj)Szrj :Z S��(q; !)d! = �hS�(q)S�(�q)i; (2.26)Z S��(q; !)!�1d! = �2�(q); (2.27)Z S��(q; !)!d! = �h[S�(q);H]S�(�q)]i; (2.28)where the �=x,y,z refers to the spin components, and S��(q; !) represents I(q; !)for the special case of the spin operator..These sum-rules serve as a nontrivial check to verify whether the dynamiccorrelation functions have been obtained correctly. E.g. for the Heisen-berg chain the sum-rule for the static spin-spin correlation functions givesSzz(q) = PNj=1 exp (i � rj)hSz0Szrji = 1� R Szz(q; !)d! as we will verify below for a �-nite cluster. Naturally, there are very similar sum-rules associated with every dy-namic correlation function of interest such as the optical conductivity or the spectralfunction.



81Let us now consider the example of a 16-site spin-1/2 Heisenberg chain with peri-odic boundary conditions (SN+1 = S1) to illustrate the use of the routines presentedabove and to show that the sum-rule for the spin structure factor works. In Fig.2.7 we show (a) the real-space spin-spin correlations, (b) the Fourier transform ofthis quantity, which is the static spin structure factor, and �nally (c) the dynamicalspin-structure factor for this particular cluster.In Fig. 2.7(a), we observe spin correlations that are typical for an antiferromag-netically ordered phase, i.e. with sign changes as a function of distance indicatinga tendency towards j "#"#"# :::i-ordering. Notice, however, that we do not havethe strict N�eel order (hSziSzj i = 14(�1)i�j) observed for the Ising model, but rathera power-law decay of the form hSziSzj i / (�1)i�j=ji � jj (actually there are smalllogarithmic corrections to this behavior).In Fig. 2.7(b), the Fourier transform of the real-space spin-spin correlations isshown. It is clearly peaked at q = � which is the antiferromagnetic wave vector in onedimension. This peak at q = � indicates the dominant presence of `backscattering'processes which give rise to antiferromagnetic instabilities.Finally, in Fig. 2.7(c) we show the dynamical structure factor for the 16-sitechain. This quantity is momentum and frequency dependent. In the continuedfraction expansion, S(q; !) has been given a �nite frequency broadening of � = 0:1J .As can be seen from this �gure, there are always a �nite number of discrete peaks fora �nite lattice, even if in the bulk limit a continuous density of states is expected as isthe case for the spin-1/2 Heisenberg chain. Thus, only by looking at the dynamicalstructure factor on lattices of increasing length (�nite scaling analysis) we can tellwhether there should be a continuum in frequency space in the thermodynamic limit.
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Figure 2.7: Spin correlation functions for the 16-site spin-1/2 Heisenberg chain. (a)z-component of the real-space spin-spin correlation function, (b) static spin structurefactor in momentum space, (c) dynamical spin-structure factor.



83Indeed, for the spin-1/2 Heisenberg chain we found that, e.g. in Szz(q = �; !), thereare N/4 dominant poles for an N-site chain. Thus, in the bulk (N !1) there willbe an in�nite number of in�nitesimally narrow spaced poles for this quantity.Table 2.2: Real-space spin-spin correlation functions and their Fourier transformsfor the 16-site spin-1/2 Heisenberg chaini hSz0Szi i q Szz(q) = 1� R Szz(q; !)d!0 0:25 0 01 �0:149 �=8 0.0362 0:062 �=4 0.0753 �0:053 3�=8 0.1184 0:038 �=2 0.175 �0:036 5�=8 0.2366 0:03 3�=4 0.3317 �0:031 7�=8 0.4988 0:028 � 1.073The reader is cautioned that for one-dimensional systems with a continuoussymmetry - like the plain Heisenberg model - there is no long-range order in thestrict sense, since all correlation functions decay to zero. However, in this particularcase they decay very slowly (as a power law with distance ), and thus we can speakof quasi long-range order. In table 2.2 we list the numerical values for the spin-spincorrelation functions and their Fourier transforms. As can be seen by integrating



84the dynamical structure factor shown in Fig. 2.7(c) over all !-space, the sum-rulesgiven in Eq. 2.26 are satis�ed.Another useful check to determine whether the dynamic correlations have beengenerated accurately is the position of the �rst excited state in !-space, e.g. theposition of the �rst peak in the spectrum (Fig. 2.7(c)). The !-value of the lowestpeak should be located precisely at the di�erence between the lowest energy eigen-value at momentum k+ q and the ground state energy, i.e. ! = E0k+q �E0k, wherek is the ground state momentum, and q is the momentum of the dynamic operator.Due to the �nite size of the clusters which can be studied numerically, there isalways a gap at the bottom of the spectrum for a �nite cluster. It then becomescrucial to study the scaling of this gap with system size in order to determine whetherthere is a �nite correlation length associated with the system.If higher moments of the distribution are needed, the following relation holds,Z 10 d!!pI(q; !) = h 0(k)jÔy�qÔqj 0(k)iXn jcn0 j2(En � E0)p; (2.29)where all the necessary information to calculate it was obtained before when thespectral function was evaluated (poles and intensities) .2.7 ConclusionsTo end this section about the Lanczos method, we will describe a recent at-tempt to increase the size of the clusters that this technique can reach. The ideais that for some particular cases it may occur that the wave function of the groundstate expanded in some working basis that is selected for the problem (schematicallyj 0(k)i = Pm cmjmi), may contain states with very small weight cm. Then, it could



85be possible to neglect those states in the basis, and still get accurate enough resultsfor the ground state properties. These types of ideas (that we call \truncation"method) have been recently used in Quantum Chemistry by Wenzel and Wilson[32]and in the context of correlated electrons by Riera and Dagotto[33]. For the partic-ular case of the t� Jz model the approach works very well, and clusters of 50 sitescan be easily studied keeping only a few hundred thousand states in the basis (whichis a negligible percentage of the total basis set size). However, when the methodis applied to the t� J model its convergence to the ground state energy becomesslow (logarithmic) as the size of the basis is increased. To describe properly thestrong quantum uctuations of the spin background most of the Sz-basis is needed.Then, the truncation technique is very accurate for particular Hamiltonians whilefor others it only provides a rough estimation of the ground state properties. Thisapproach should be seriously considered every time a new problem that needs com-putational work appears. In particular, it seems suitable for problems with gaps inthe spectrum (like a spin-gap).



CHAPTER 3ANTIFERROMAGNETICALLY INDUCED PHOTOEMISSIONBAND IN THE CUPRATESA consequence of strong antiferromagnetic (AF) correlations in models of highcritical temperature (high-Tc) cuprates is the appearance of quasiparticle-like fea-tures in photoemission (PES) calculations above the Fermi momentum pF whichwould correspond to weakly interacting electrons. This e�ect, discussed before byKampf and Schrie�er (Phys. Rev. B 41, 6399 (1990)) using diagrammatic tech-niques, is analyzed in this chapter using computational techniques in the strongcoupling regime. It is concluded that weight above pF should be observable inexperimental PES (! < 0) data for underdoped high-Tc cuprates, while in theoverdoped regime it will be likely hidden in the experimental background. In theintermediate doping region the signal is weak and at the verge of observability. Theorder of magnitude of our results is thus compatible with recent experimental databy Aebi et al. (Phys. Rev. Lett. 72, 2757 (1994)) for Bi2212 at optimal doping.The results described in this section have been published by S. Haas, A. Moreo, andE. Dagotto in Phys. Rev. Lett. 74, 4281 (1995).3.1 Magnetic Correlations in High-Tc CompoundsThe importance of AF correlations in the normal and superconducting statesof the high-Tc cuprate materials is under much discussion. While recently most86



87of the debate has concentrated on the symmetry of the superconducting order pa-rameter, studies of the strength of the AF correlation length, �AF , in the normalstate are still crucial to test these ideas. A key issue is how large �AF should be toproduce observable e�ects in experiments for the high-Tc compounds. NMR studiesin the normal state of optimally doped YBa2Cu3O6:94 (YBCO) suggest �AF � 2a(where a is the lattice spacing).[34] Naively, this correlation seems too small to beof relevance. On the other hand, recent PES experimental results by Aebi et al.[35]on Bi2Sr2CaCu2O8 (Bi2212) at Tc=85K, using sequential angle-scanning data ac-quisition to obtain PES intensities within a narrow energy window near the Fermienergy EF, have been reported to provide evidence for antiferromagnetically inducedspectral weight above pF (! < 0). Are these two results compatible?To analyze Aebi et al.'s interpretation of their PES data, let us recall the intuitivephysics involved. At half-�lling, the magnetic unit cell of the CuO2 planes is enlargedby the long range AF order in the ground state. This e�ective reduction in the sizeof the Brillouin zone (BZ) has interesting implications for PES experiments, as wasdiscussed by Kampf and Schrie�er as part of their \shadow band" scenario.[56]For example, along the diagonal px = py = p, and assuming long-range order, thequasiparticle-like peaks at the top of the valence band and at momenta p1 = (p;p)and p2 = (� � p; � � p) should appear at the same energy location, for any value ofp. The coherent PES peaks observed above pF are induced by strong correlationsand do not exist for weakly interacting fermions.[56]How does this antiferromagnetically induced PES signal evolve as �AF is made�nite by the e�ect of hole doping? It is likely that its intensity will smoothly diminishwhen the system is doped away from half-�lling. Since in optimally doped Bi2212



88the AF correlation length in the CuO2 planes should be similar to that of optimallydoped YBCO (because they should have the same in-plane hole density), a naturalquestion arises: can a small correlation length (� 2a) produce observable weight inPES experiments above pF comparable to those reported by Aebi et al.[35]? On onehand, recent calculations[37] carried out in an AF background, which reproducedthe at band features near p = (�; 0) observed in Bi2212, suggest that a short �AFcan appreciably inuence some experimental quantities. On the other hand, sincethe actual experimental PES signal for Bi2212 (Fig. 3.1) is weak, concerns may ariseabout the interpretation of the data. Thus, a theoretical quantitative calculation instrong coupling is needed to compare PES spectra and �AF with experiments, andto decide whether Aebi et al.'s PES data are compatible with models of correlatedelectrons having PES weight above pF.3.2 A(p,!) for the Hubbard ModelHere, this issue is explicitly addressed. PES spectra and spin correlations arecalculated for electronic models expected to describe the CuO2 planes. Consider�rst the standard two dimensional (2D) one band Hubbard modelH = �t X<i;j>�(cyi�cj� + h:c:) + UXi ni"ni#; (3:1)in the standard notation.We simulated this model numerically using Quantum Monte Carlo (QMC) tech-niques. In order to extract the dynamical spectral function A(p; !) correspondingto the removal or addition of an electron with momentum p to the system, the maxi-mum entropy (ME) technique was used.[39] We remark that using this low-resolution
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Figure 3.1: PES intensity in Bi2212, as reported by Osterwalder et al. (Ref.[35]).Their method produces PES intensity at constant energy for all momenta, whileconventional methods provide complete PES energy distribution curves at a fewlocations in the BZ. Each solid line corresponds to a �xed energy scan starting atthe bottom at 0.3 eV above EF, and arriving at the last top line at EF. The spectrawere measured at a polar angle of 390, and for azimuthal angles spaced 10 apartbeginning near the �M line and ending near the �X line. The \5 � 1" band isexplained in the original text Ref.[35] and it is of no concern to us. We thank P.Aebi and J. Osterwalder for providing us with these unpublished data.method we will not be able to distinguish between sharp quasiparticle-like peaks lo-cated at the top of the valence band, from the robust incoherent contribution toA(p; !). Thus, in this discussion of the 2D Hubbard model only the strength ofthe spin correlations, and their inuence on the integrated PES signal will be ad-dressed. This signal is calculated from the percentage of spectral weight below thechemical potential � at momenta along the diagonal px = py in the BZ with respectto the total intensity (adding PES and inverse PES) which for the Hubbard modelsatis�es the sum rule R+1�1 d!A(p; !) = 1 at all dopings. It will be shown that themomentum dependence is crucial in our analysis.Before describing the computational results, let us de�ne when a theoreticallycalculated PES signal can be predicted to be \observable" in an experiment. PES



90spectra have large backgrounds, whose origin and shape are a matter of discussion,superimposed on the actual relevant signal. This background depends on the mo-mentum, and also changes from sample to sample with uctuations as large as 50%.Since the background is convex, the natural requirement for a PES theoreticallycalculated signal to be observable is that the combination background-signal pro-duces a local maximum (i.e. a peak in the measured intensity).[40] From the dataobtained on the insulating compound Sr2CuO2Cl2, and the intensity of the signalat the last point where the dispersion is observed i.e. p = (0:7�; 0:7�), it is con-cluded that a peak with an intensity of roughly 10% of the largest signal (located atp = (0:5�; 0:5�)) would be at the verge of being detected.[40] This is the criterionfollowed here to label a result as \observable".The choice of coupling is important in our search for PES weight above pF. Forexample, we observed that working on an 8� 8 cluster, at U=t = 4, half-�lling andtemperature T = t=4, the percentage of PES spectral weight at p = (3�=4; 3�=4),i.e. the next available momentum after (�=2; �=2) on this cluster, is very small(less than 5% of the total), even though the spin correlations show clear indicationsof long-range order. Then, the actual value of the local moments is as importantas the AF correlation length for the e�ect we are investigating. Since evidence hasrecently been given that another feature induced by antiferromagnetism,[41] namelythe \hole" pockets, may be washed out by temperature e�ects in QMC simulationsat U=t = 4, we consider this coupling to be too small for our purposes. Thus, herethe analysis was restricted to U=t = 8.In Fig. 3.2, A(p; !) at T = t=2 is shown.[42] It is di�cult to reduce T due tosign problems, but nevertheless this temperature allows us to study the PES signal
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Figure 3.2: A(p; !), evaluated using QMC and ME techniques, for the 2D Hubbardmodel at U=t = 8, T = t=2 on an 8�8 cluster, at several densities hni. The momen-tum label varies along the diagonal in the BZ in units of �=4, and the percentagescorrespond to the integrated PES part of the spectral weight with respect to thetotal intensity (=1). The energy is in units of t.above pF at di�erent correlation lengths as the density is changed, which is themain purpose of this study. At half-�lling, hni = 1, � is located in the gap. Thepercentage of total PES spectral weight is shown for each momentum. A nonzeroPES signal above the non-interacting Fermi momentum is clearly visible, and atp = (3�=4; 3�=4) it carries � 23% of the total weight. This result is very similarif the temperature is reduced to T = t=4. Note that for a pure spin-1/2 antiferro-magnet the weight at p = (�=4; �=4) and p = (3�=4; 3�=4) should be identical atthis density, but for a Hubbard model at �nite U=t spin-density-wave mean-�eldapproximations[65] show a reduction of the intensity of the PES signal above pFwith respect to the Heisenberg limit.[44] Away from half-�lling, at hni = 0:87, theamount of weight at p = (3�=4; 3�=4) is reduced to � 10%, which is still visible in



92the scale of the �gure, although it is rather weak. The height of the peak, as apercentage of the peak height at p = (�=2; �=2) and half-�lling, is about 15%.At this point, it can be argued naively that the e�ect reported in Fig. 3.2 mayonly be evidence for the presence of the lower Hubbard band instead of antiferro-magnetism. Actually, if the summation over momenta is carried out in Fig. 3.2 toconstruct the density of states at each doping level, it can be shown that aside froman expected redistribution of weight as the density changes, the two large bands inthe spectrum are not much a�ected by doping. Thus, even at very low electronicdensities where antiferromagnetism has clearly vanished, there is spectral weightbelow � forming the lower Hubbard band. However, for hni � 1, i.e. with antiferro-magnetism in the ground state, the weight below � tends to be distributed evenlybelow and above pF, while for the case of hni � 0:70 when antiferromagnetism hasvirtually vanished the situation is drastically di�erent with almost all of the PESweight located below pF. Thus, the momentum dependence of A(p; !) is the keypoint to distinguish between an e�ect induced by AF correlations and an e�ect merelycaused by the lower Hubbard band.To relate these results with experiments, and to provide further support for ourinterpretation, in Fig. 3.3(a) we show the numerically calculated spin correlations.At hni = 1, the correlation is robust (although it decays slowly to zero due to tem-perature e�ects), while at hni = 0:70 it is clearly very small. At an intermediatedensity hni = 0:87, �AF is between one and two lattice spacings, resembling the ex-perimental situation in YBCO, and presumably also in Bi2212, since both are atoptimal doping.[45] Comparing Figs. 3.2 and 3.3 it is clear that the QMC PES signalabove pF is correlated with the presence of antiferromagnetism in the spin correla-
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94ME. For this purpose, here we consider Exact Diagonalization (ED) techniquesapplied to the well-known 2D t� J Hamiltonian[46] de�ned byHtJ = �t X<i;j>�(~c+i�~cj� + h:c:) + J X<i;j>(Si � Sj � 14ninj); (3:2)in the standard notation.The restriction of the Exact Diagonalization method to small clusters shouldnot be a major problem in calculations where �AF is very small. To increase themomentum resolution along the diagonal in the BZ, we combined the results forthe 16 site cluster (providing momenta (0; 0); (�=2; �=2); (�; �)) and the 18 site clus-ter (containing (�=3; �=3); (2�=3; 2�=3)).[47] The geometry of tilted square clusters,such as the p18xp18 lattice, is discussed in the introduction of chapter 2.
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95the range between J=t = 0:2 and J=t = 0:8. As expected, at half-�lling the largestpeak near the chemical potential (quasiparticle) is obtained at p = (�=2; �=2). In-creasing the diagonal momenta away from it, a considerable amount of spectralweight induced by �AF exists as was observed in early studies of the t-J model.[48]Moving away from half-�lling into the subspace of two holes (close to hni � 0:88)the dominant peak remains at p = (�=2; �=2) within our momentum resolution. At(�=3; �=3) the quasiparticle strength is still large and coherent. At p = (2�=3; 2�=3)the peak seems now broader in the scale used, although its integrated spectral weightremains close to that of p = (�=3; �=3). The height of the peak at p = (2�=3; 2�=3)as a percentage of the largest peak located at p = (�=2; �=2) is 15-20% i.e. withinthe \observable" region de�ned before. Finally, at density hni = 0:77, the resultresembles that of a weakly interacting system with a Fermi momentum close top = (�=3; �=3), above which the signal is too weak to be observable in PES experi-ments. Then, we believe that weight above pF can be observed at hni � 0:88 but nolonger at density hni � 0:77. To make contact with experiments it is again necessaryto consider the corresponding spin correlations shown in Fig. 3.3(b). At half-�lling,�AF is clearly larger than the lattice size. At hni � 0:88, a crude exponential �t ofthe spin correlation vs. distance gives �AF � 1:5a (similar to that of YBCO andBi2212 at optimal doping), while at hni � 0:77, �AF is less than one lattice spacing.Then, we arrive to the conclusion that for a real material with �AF � 2a the an-tiferromagnetically generated PES weight, although weak, may still be observableabove the background.In Fig. 3.5, A(p; !) is shown at hni � 0:88 using an enlarged energy scale. Thedispersion of the sharp peak (I) discussed before in Fig. 3.4, has a bandwidth
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Figure 3.5: PES A(p; !) for the t-J model at hni � 0:88, J=t = 0:4, clusters of 16and 18 sites, and expanding the energy scale to observe the two peak structure. Weuse � = 0:25t and t = 0:4eV.of order J, while at higher energies a considerable amount of spectral weight isfound contributing to the bulk of the valence band (II). Peak (I) may be smoothlyconnected to the bands discussed by Kampf and Schrie�er in the weak couplinglimit.[56] 3.4 ConclusionsSummarizing, in this section an analysis of the PES spectra in the 2D Hubbardand t-J models at several densities was reported. If these models reproduce thephysics of the high-Tc compounds, then we conclude that antiferromagneticallyinduced photoemission weight should be observable even for materials with spincorrelations lengths of only a couple of lattice spacings, as in Bi2212 at optimaldoping. This is compatible with the experimental results of Fig. 3.1. However, we



97found that this regime is at the verge of observability and thus our results, basedon rough models and order-of-magnitude estimations, cannot uniquely establishthe validity of Aebi et al.'s interpretation of their experimental data. We haveonly shown that the strength of their signal and ours are similar and thus there iscompatibility between theory and experiments. We expect that the PES signal abovepF should no longer be visible above the large experimental background at dopingslarger than optimal (� 15%). To gather further evidence that the experimentalsignal is indeed caused by antiferromagnetism we believe that it is necessary to carryout PES experiments as a function of hole doping. We predict that the strengthof the signal above pF should increase as the system moves away from the optimaldoping level towards half-�lling. A possible candidate for such a study is YBCOwith a critical temperature of about 60K. Another alternative within the Bi2212family would be to consider Bi2Sr2Ca1�xLuxCu2O8+� and Bi2Sr2�xLaxCaCu2O8+�which are underdoped.[49]



CHAPTER 4QUASIPARTICLE DISPERSION OF ONE-BAND ELECTRONICMODELSIn this chapter, the spectral weight A(p; !) of the two dimensional t� J andHubbard models is calculated using exact diagonalization and quantum Monte Carlotechniques, at several electron densities 0:5 � hni � 1:0. The photoemission (! < 0)region contains two dominant distinct features, namely a low-energy quasiparticlepeak with bandwidth of order J, and a broad valence band peak at energies of ordert. This behavior persists away from half-�lling, as long as the antiferromagnetic(AF) correlations are robust. The results give support to theories of the copperoxide materials based on the behavior of holes in antiferromagnets, and also providetheoretical guidance for the interpretation of experimental photoemission data forthe cuprates. The results presented in this chapter have been published by A. Moreo,S. Haas, and E. Dagotto in Phys. Rev. B 51, 12045 (1995).4.1 IntroductionAngle resolved photoemission (ARPES) techniques applied to the high temper-ature superconductors have produced interesting data that introduces importantconstraints on theories for the copper oxide planes. Recently, it has been shown[50]that the hole-doped compounds Bi2Sr2CaCu2O8, Bi2Sr2CuO8, YBa2Cu3O7, and98



99YBa2Cu4O8 exhibit universal properties likely induced by the behavior of carri-ers in their common CuO2 planes. In particular, it has been reported that thequasiparticle dispersion has a small bandwidth governed by an energy scale of theorder of the exchange J of the Heisenberg model (� 0:15eV). In addition, in thevicinity of momenta Y = (0; �) and X = (�; 0), the dispersion is anomalously at.These results give support to theoretical ideas based on strongly correlated elec-trons, since (i) it is well-established[51] that at half-�lling the spectral function ofa hole in an antiferromagnet contains a sharp quasiparticle peak at the top of thevalence band spectra with a bandwidth of order J, and (ii) careful studies of the�ne details of the hole dispersion in one band models have revealed the presence ofat regions near the X and Y points in momentum space.[52{55] The existence ofthese two features is a direct consequence of the presence of strong correlations andantiferromagnetism in the cuprates.It is reasonable to assume that the behavior of holes in systems with long-rangeantiferromagnetic order will not change qualitatively as the density of holes is in-creased away from half-�lling, as long as the antiferromagnetic correlation length�AF remains large. Theories based on this assumption have been proposed.[56,57]In particular, in Refs.[52,57] it was shown that it is possible to reproduce manyof the anomalous properties of the cuprates, including the presence of a d-wavesuperconducting state and the existence of an optimal doping, with the econom-ical assumption that the sharp quasiparticle peak observed at half-�lling at thetop of the valence band remains robust as the electronic density decreases to phe-nomenologically realistic values. This assumption (i.e. approximate rigidity of thequasiparticle dispersion with doping) received support from recent calculations ad-



100dressing the presence of \shadow bands" in the cuprates.[58] This work has beendiscussed in the previous chapter. The rigid band hypothesis has also been studiedby other authors.[75] On the experimental side, recent ARPES results by Aebi etal.[60] have shown that features induced by the AF correlations at half-�lling arealso present at optimal doping. Since the closest structure to the Fermi level inA(p; !) is likely to dominate the low temperature properties of the model, then itis important to establish theoretically whether the quasiparticle peaks observed athalf-�lling survive in the presence of a �nite density of holes.4.2 Photoemission Spectra in the t-J and Hubbard Models atHalf-FillingIn this chapter we discuss our analysis of the spectral weight for both the 2Dt� J and Hubbard models using exact diagonalization (ED) and quantum MonteCarlo (QMC) methods, supplemented by Maximum Entropy (ME)) techniques, andcarried out at several densities. A(p; !) is shown to contain a two-peak structure,with dispersing features near the top of the valence band dominated by the scaleof antiferromagnetism J, while a secondary broad structure appears at energies oforder t. We discuss the range in parameter space where this behavior is to beexpected, and its inuence on the physics of carriers in the cuprates. However,note that recent QMC results have reported the presence of only one PES peakfor the Hubbard model at both half-�lling[61] and �nite hole density.[54] We foundthat the disagreement with our present results is avoided once the inuence of �nitetemperature e�ects is considered, and a more sophisticated ME method is used.
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Figure 4.1: (a) Spectral weight A(p; !) of the 2D t� J model at J=t = 0:4 usingclusters of 16 and 18 sites along the diagonal in momentum space. The �-functionshave been given a width � = 0:25t in the plots; (b) position of the two dominantpeaks in A(p; !) as a function of momentum. The area of the circles is proportionalto the intensity of the quasiparticle peak they represent. The error bars denote thewidth of the peak as observed in Fig. 4.1(a) (sometimes to a given broad peak severalpoles contribute appreciably). The full squares at ! � �4t represent the center ofthe broad valence band weight, and the area of the squares is not proportional totheir intensity.The technical details of the present computational study, as well as the Hamil-tonians of the Hubbard and t� J models, are the standard ones, unless otherwisestated. In Fig. 4.1(a) , A(p; !) is shown for the t� J model at half � fillingand J=t = 0:4 using the ED technique applied to 2D clusters with 16 and 18 sites.The combination of these clusters allows enough resolution in momentum space toquantitatively analyze the dispersion of the main features in the spectral weight.The present results have been obtained using approximately 100 iterations in thestandard continued fraction expansion (CFE) method to obtain dynamical proper-ties using the Lanczos technique.[51] This technique has been discussed extensivelyin chapter 2.6 of this thesis. However, the �gure shows that only a small number ofpoles are dominant. It is clear that near the Fermi energy, (! = 0), there is a robust



102peak that weakly disperses in the scale of the �gure. Remnants of this low-energypeak exist at momenta (0; 0) and (�; �), in the latter barely visible to the eye (butits intensity and position can be easily studied with the CFE approach mentionedabove). In Fig. 4.1(b) , the position of the low-energy peak is shown with fulldots, with the convention that the area of the dot is proportional to the intensityof the peak. The bandwidth of this sharp quasiparticle-like peak is � 0:8t = 2J,in excellent agreement with our expectations based on previous ED[51] and Bornapproximation[53] calculations. The at region near (�; 0) is also visible in the �g-ure. From Fig. 4.1(a) it is clear that additional PES spectral weight in A(p; !) islocated at higher energies j!j. As discussed before in the literature, the strong cor-relation e�ects force the hole quasiparticle to carry only a fraction of the integratedweight,[62] and thus the presence of considerable incoherent intensity deep in energyis reasonable. A rough estimation of their position is shown in Fig. 4.1(b) (opensquares).[63] This feature is not relevant for the low temperature behavior of themodel which is dominated by the quasiparticle peak at the top of the valence band.Before describing the density dependence of our results, let us clarify the im-portance of �nite size e�ects in Fig. 4.1, as well as the di�erences between ourresults and those of previous QMC simulations.[54,61] To address both issues simul-taneously, we have carried out an extensive QMC simulation of the 2D Hubbardmodel. The results reported here correspond to U=t = 10 (i.e. the strong couplingregime where the model should behave similarly to the t� J model), temperatureT = t=4, and using � 105 sweeps over the entire lattice to reduce the statisticalerrors. Here we use the \classic" ME technique.[64] This method gives a closer �tto the Monte Carlo data than the variant used in Ref.[54,61] and therefore resolves
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104where a A(p; ! < 0) with a double-peak structure is observed, as properly assumedin previous analytical studies.[56,52,66]
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Figure 4.3: Same as Fig. 4.1 but for density hni � 0:88 (i.e. two holes on the 16and 18 sites clusters). In (a) the PES intensity is shown with a solid line, whilethe IPES intensity is given by a dotted line. The chemical potential is located at! = 0. In (b) the full and open circles represent the PES and IPES intensities,respectively, of the peaks the closest to the Fermi energy. Their area is proportionalto the intensity.4.3 Photoemission Spectra in the t-J Model away from Half-FillingLet us now discuss our results away from half-�lling. In the relevant regime ofdensity for the high-Tc superconductors, namely in the vicinity of \optimal doping"hni � 0:85, the QMC+ME method at large U=t produces stable results only attemperature T = t=2 which is too high to resolve the two peak structure even athalf-�lling. Thus, in this density regime only the ED results are reliable. In Fig. 4.3,ED data at density hni � 0:88 are shown (two holes in the 16 and 18 sites clusters).In this case �AF is approximately two lattice spacings.[58] The PES results alongthe diagonal in momentum space present structure very similar to that discussed at



105half-�lling. The low energy peak is well-de�ned at all momenta, even those above thenaive non-interacting Fermi momentum located near (�=2; �=2), and still it disperseswith a bandwidth of order J. The large accumulation of weight at higher energiesj!j remains localized at ! � 4t. Then, to the extend that the one band modelsreproduce the physics of the high-Tc cuprates, it is reasonable to expect that PESexperiments carried out at half-�lling and near the optimal doping, should producedispersive features of similar intensity and bandwidth. The clear similarity betweenthe experimental bandwidth of the Bi2212 PES data, and recent results for theinsulating Sr2CuO2Cl2 compound,[67] provides more evidence for the validity ofstrongly correlated one band models for the cuprates. However, it is important toremark that while the concrete prediction of our calculations is that the bandwidthof the hole carriers is of order J, the particular details of the dispersion may differfrom compound to compound. For example, it has been recently remarked that toreproduce the data for Sr2CuO2Cl2, the addition of a small t0-term to the 2D t� Jmodel is necessary.[68] Thus, care must be taken when the �ne details of di�erentcompounds at di�erent dopings are compared.Now consider the inverse photoemission (IPES) (! > 0) intensity in Fig. 4.3.The observed spectral weight in the vicinity of (�; �) somewhat resembles the dis-tribution for a non-interacting Fermi system. In principle, this e�ect does not seemreproduced by a rigid band �lling of the states at half-�lling. However, recentlyEder and Ohta[73] have shown that if proper quasiparticle operators[62] are usedin the calculation of the spectral weight (i.e. operators dressed by spin uctuations,instead of bare electronic operators), then the intensity of the IPES region is muchreduced and the quality of the rigid band description of the t� J model appears



106more clearly. This is an important point not much emphasized in the literature,namely that the robustness of the rigid band picture in a given model cannot betested by analyzing the removal of \bare" electrons (sudden approximation) as pro-duced by a PES experiment, but instead \dressed" carriers must be used. Thus,PES and transport experiments may di�er in their predictions if holes are heavilyrenormalized as in the cuprates.
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108band with a bandwidth of order J. This structure is the relevant one for the lowtemperature behavior of the models. A second broad feature deeper in energy wasalso identi�ed. As the electronic density decreases, the \two peak" structure remainsclearly visible as long as the antiferromagnetic correlation length �AF is robust.When the AF uctuations become negligible a crossover exists into a dispersion forthe quasiparticles which resembles a weakly interacting system. For realistic valuesof the coupling, namely U=t = 10, this crossover from an antiferromagnetic metalto a paramagnetic ground state occurs between hni = 0:88 and 0:75. Then, in theinteresting regime for the copper oxide materials the AF correlations govern thebehavior of the spectral weight. The present results give strong support to theoriesof the cuprates based on the behavior of carriers in an antiferromagnet,[56,57] andprovides information about the crossover from a half-�lled to a doped system thatcan guide the analysis of ARPES data.



CHAPTER 5ON THE FERMI SURFACE OF STRONGLY CORRELATEDELECTRONIC MODELSIn this chapter, the evolution of the Fermi surface upon hole-doping is studied inthe t-J model by exact diagonalization of chains and planes. In one dimension andat low hole doping, the momentum distribution function n(k) indicates the presenceof pockets at the (noninteracting) Fermi momentum, while increasing the density ofholes a large Fermi surface is observed. Although the results in two dimensions areconsistent with this picture, conclusive evidence for the existence of hole pocketscannot be provided in the present study of 4x4 and p18 x p18 square lattices. Inorder to improve the resolution in momentum space, twisted boundary conditionsare used for the two-dimensional clusters. The results of this chapter have beenpublished by S. Haas in Phys. Rev. B 51, 11748 (1995).5.1 IntroductionThe shape of the Fermi surface in models of strongly correlated electrons hasrecently been a controversial issue.[72,73] It is known that long-range antiferromag-netic order in two spatial dimensions is only established at half-�lling and T = 0.However, some theories for the formation of superconducting pairs at �nite holedensity have been guided by this limit, supplemented by the observation of robust109



110short-range antiferromagnetic correlations in the high-Tc compounds.[74{76] Someunusual normal state properties, like the linear temperature dependence of the re-sistivity and the change of sign in the Hall coe�cient, can be accounted for in termsof strong antiferromagnetic correlations in these materials.[75,76]The nature of quasiparticles in these systems is intimately related with the topol-ogy of the Fermi surface : do all electrons participate in the response to external�elds, which would imply a large Fermi surface ? Or is it possible to understand thelow-energy properties in terms of a dilute gas of dressed holes occupying preferredpoints in momentum space on bands whose particular shape is produced by strongcorrelations ?At half-�lling, models of strongly correlated electrons are known to be unstabletowards the formation of a spin-density wave commensurate with the lattice. Theyare antiferromagnetic insulators because of strong on-site repulsion, and their Fermisurfaces have perfect nesting properties with nesting vector Q = (�; �) in 2D, orQ = � in the one-dimensional analogue. How does the shape of the Fermi surfacechange upon hole doping ?There are two competing scenarios depicted in Fig.5.1. Approximations basedon holon-spinon decoupling [77] and high-temperature expansions[78] suggest alarge Fermi surface compatible with Luttinger's theorem and similar to the non-interacting case (Fig.5.1a). However, mean�eld calculations based on spin-densityuctuations [74] and unbiased computational techniques[73,79{81] suggest the pres-ence of hole pockets at low doping and low temperatures. The latter scenariodoes not necessarily contradict the apparent large Fermi surface observed by earlyphotoemission experiments in the cuprates, [82] since thermal e�ects can easily
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(0,0) (0,0)Figure 5.1: Schematic plot of the Fermi surface in strongly correlated electronicsystems at low hole-doping (� 10%). The solid line denotes the non-interactingcase. (a) Scenario 1 : large Fermi surface; (b) Scenario 2 : hole pockets.\wash out" and topologically connect the pockets producing a \large" surface(Fig.5.1(b)).[75,76,80,83] Recently, Aebi et al. used a novel photoemission tech-nique that allows the mapping of the entire Fermi surface.[84] These authors showdata which indicate the existence of hole pockets for Bi2212.5.2 Momentum Distribution Function in 1DIn our study, we will discuss the momentum distribution functionn�(k) = 1N Xm;n < ~cym�~cn� > exp(ik � (rm � rn)); (5.1)where ~cn� creates a hole at site n. In clusters with an even number of holes, wehave n"(k) = n#(k) � n(k). If there are indeed hole pockets constituting a pocket-like Fermi surface, a \dip" in n(k) should be seen at momenta close to the Fermisurface of the half-�lled system. Previous calculations[73{75,79,80] suggest thatthese minima are centered around (�=2; �=2) and its rotational symmetry points as



112indicated in Fig.5.1(b). In our study, we will explore n�(k) along the diagonal inthe Brillouin zone (indicated by the dotted line in Fig.5.1). This is a convenientchoice, since the dip should be most dramatic along this line. Also, results forthe one-dimensional analogue correspond to this cut of the Brillouin zone from theferromagnetic (k = (0; 0)) to the antiferromagnetic (k = (�; �)) wave vector. Exactdiagonalization of chains allows to access many more momenta along this line thanin the two-dimensional analogue. The analysis of one-dimensional systems will be aguide to the intuition for the square lattice.With our method, we will not be able to address the nature of the discontinu-ities which appear in n�(k), especially not in the two-dimensional case where theresolution of the momentum distribution function is very coarse. The focus of thischapter is on the existence (or non-existence) of hole-rich areas in the vicinity ofwhat would be the naive Fermi-surface obtained e.g. in a tight-binding calculation(k ' (�=2; �=2) in 2D close to half-�lling).Now, we will consider the t-J model which is assumed to capture the low-energybehavior of the cuprates. Its Hamiltonian is given byHtJ = �t X<i;j>�(~cyi�~cj� + h:c:) + J X<i;j>(Si � Sj � 14ninj); (5.2)where the ~c-operators are hole operators acting on non-doubly occupied states, J isthe exchange integral, and t is the hopping amplitude. In our study of the abovesystem, we numerically diagonalize chains of up to 16 sites with closed shell boundaryconditions, and 4x4 and p18xp18 planes with mixed boundary conditions using aLanczos algorithm (see chapter 2).In one spatial dimension, the spin and charge degrees of freedom decouple. Hencethe algebraic decay laws associated with spin, charge and superconducting correla-



113tions are given in terms of two independent coe�cients, k� and k�.[85] When thereis no spin gap, k� remains constant, and the low energy uctuations depend onlyon k�.[85] When k� < 1, spin-density uctuations (/ 1=rk�+k�) dominate, whilesinglet superconducting uctuations (/ 1=rk�+1=k�) decay the slowest for k� > 1.As J=t � 1, the holes tend to cluster together, and the system becomes phaseseparated. The phase diagram for the one dimensional t-J model is shown in Fig.5.2.[86]
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115Let us compare the results for the 1D t-J model with the one-band Hubbardmodel, which is known to have common low-energy properties in the limit U=t� 1.Its Hamiltonian is given byHHub = �t X<ij>;�(cyi;�cj;� + h:c:) + UXi ni"ni#; (5.3)where cyi;� creates an electron at site i with spin projection �, ni;� is the numberoperator, and the sum hiji runs over pairs of nearest neighbor lattice sites. U is theon site coulombic repulsion, and t is the hopping amplitude.
0.0

0.2

0.4

0.6

0.8

1.0

0.0

0.5

1.0

n(k)

(a) (b)

1D Hubbard

(Lanczos)

0 (0,0)π/2 π (π/2,π/2) (π,π)

2D Hubbard

(meanfield)
4x4

(0,0)(π/2,π/2)(π,π)

Figure 5.4: Momentum distribution function n(k) for the Hubbard model at U=t =10. (a) One-dimensional case obtained by exact diagonalization of N=8 and 12clusters. Circles : < n >= 1, squares : < n >= 0:833, diamonds : < n >= 0:75,upright triangle : < n >= 0:666, and tilted triangle : < n >= 0:5; (b) Two-dimensional case obtained by a mean�eld calculation from Ref. [74,80]. The resultsfor a 20x20 lattice are shown. The solid line corresponds to < n >= 1, dashedline : < n >= 0:95, and dot-dashed : < n >= 0:9. The inset shows mean�eldresults for n(k) in the 4x4 cluster for 1 hole (circles), 2 holes (diamonds), and 3holes (triangles).Since in the Hubbard model double occupancy is not forbidden at a given site,the size of the Hilbert space for a given cluster is much larger than for the t-Jmodel. Thus we restrict ourselves to linear clusters of N=8 and 12 atoms. Closed



116shell boundary conditions are used. In Fig.5.4 we show results for n(k) at U=t = 10(corresponding to 4t=U ' J=t = 0:4). Our exact diagonalization results for the 1Dcase (Fig.5.4(a)) are in excellent agreement with the more elaborate Bethe-Ansatzcalculations in the U=t!1 limit by Ogata and Shiba.[86]For the half-�lled case, the Fermi momentum is exactly kF = �=2. Similar tothe t-J model, indications for the precursors of pocket formation around k = �=2are seen at �llings < n >= 10=12 and < n >= 6=8. This is consistent with MonteCarlo results on 2D clusters which �nd pockets at electron densities > 0:75, and amaximum e�ect at < n >= 0:9. At �llings below < n >= 0:75, in n(k) we recoverthe topology of a dilute gas similar to the non-interacting case.5.3 Momentum Distribution Function in 2DIn Fig.5.4(b), we show the result of a simple mean-�eld calculation in 2D follow-ing Ref. [74]. In this approximation, the antiferromagnetic state e�ectively producesa 2x2 unit cell. The mean-�eld Hamiltonian is diagonalized producing conductionand valence bands separated by an antiferromagnetic gap. The energy levels aregiven by Ek = �q�2k +�2, where �k = �2t(coskx + cosky), and � is found usinga self-consistent equation. At half-�lling, the valence band is �lled. Upon doping,quasiparticles are removed from the top of the valence band to mimic the presenceof doping. Now, n(k) is given byn(k) = 12(1 � �kEk ); (5.4)where the chemical potential is chosen such that the density is < n >.Since this approach expands about a spin-density wave state which becomesstable at half-�lling, we consider it to be valid only at high electronic �llings.[80]



117In Fig.5.4(b), n(k) along the k = kx = ky direction calculated from this mean-�eldapproximation is shown for a 20x20 lattice with U=t = 10 and < n >= 1.0, 0.95 and0.9. There is a clear pocket-like feature at (�2 ; �2 ). The inset of Fig.5.4(b) shows n(k)for the 4x4 cluster with one, two and three holes at U=t = 10. Although indents areobserved at (�2 ; �2 ), the small size of the cluster prevents the formation of pockets.This is the same kind of �nite size e�ect we will have to deal with when performingLanczos calculations in 2D, and it probably also explains the absence of hole pocketsreported in Ref. [72].
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118pairing correlations were reported. At J=t � 1, a paramagnetic phase with strongantiferromagnetic correlations is observed.Evidence for hole pockets based on exact diagonalizations of small clusters re-mains controversial. 4x4 and p18xp18 clusters provide a very low resolution inmomentum space to study the topology of the Fermi surface.In the present study of the 4x4 cluster, twisted boundary conditions are usedto increase the resolution in momentum space.[89] A ux (�x; �y) is introducedinto the hopping term which e�ectively shifts the ground state momentum by� = 2�[(�x=Lx)x̂ + (�y=Ly)ŷ], where Lx = Ly = 4 are the lengths of the sidesof the lattice. Then, the hopping term in the Hamiltonian acquires a phase :Ht = �t�i;�[~cyi;�ei�x~ci+x;� + ~cyi;�ei�y~ci+y;� + h:c:]. Along the diagonal (kx = ky) thetotal momenta are translated into k = kold + Nh�, where Nh is the number ofholes and kold is the ground state momentum of the cluster with periodic boundaryconditions. To obtain the momentum distribution function at k1 = (�=4; �=4) andk2 = (3�=4; 3�=4), we calculate n(k1) and n(k2) for twisted clusters , and averageover the boundary conditions.In Figs.5.6(a)-(c), we show the electronic momentum distribution for the 4x4cluster along the line (��M �X � �) at various �llings and J=t = 0:4. While forthe 2-hole case n"(k) = n#(k) is valid, for odd numbers of holes this is not true ingeneral. Thus, we consider the quantity n(k) � [n"(k)+n#(k)]=2. As can be seen inFig.5.6(a), one hole in the 4x4 lattice has a momentum close to (�=2; �=2). However,n(k) for two and three holes (Figs.5.6(c) and (d)), does not show pocket formation,but only a small indent at (�=2; �=2). For larger values of J=t, the size of the indents
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120di�erences.[91] For the case of two holes on a 4x4 cluster, there is a degeneracy be-tween (0; 0), (�; 0) and (0; �). Guided by the reasonable assumption that two holesin an in�nite lattice will produce a ground state with momentum (0; 0), previousauthors have chosen this to be the ground state for their calculations in the 16-sitesquare lattice.[90] However, since the (0; 0) state does not form a closed shell forthis particular system, there is no apparent reason to prefer it over the (�; 0) and(0; �) states. In particular, the present calculation is based on an average of the(�; 0) and (0; �) states since in this case we �nd n(�=2; �=2) < n(�; 0) = n(0; �),consistent with the one-hole and three-hole behavior as well as with high temper-ature expansion calculations.[78,92] The opposite is found starting from the (0; 0)state.[90] Also, when a small negative next-nearest-neighbor hopping term is addedto the Hamiltonian - a realistic assumption with regard to the hole-doped cuprates- the ground state momentum becomes k = (�; 0) = (0; �).[79,95]5.4 ConclusionsIn summary, our results are compatible with the existence of hole pockets inmodels of strongly correlated electrons. In one dimension at low hole-doping, holestend to cluster around certain momenta close to the Fermi surface, while at higherhole �llings the picture of a noninteracting gas of electrons becomes appropriate. Wealso �nd indications for a clustering of holes around (�=2; �=2) in two dimensions.However, no conclusive evidence for the existence of hole pockets can be providedhere. It has been argued that this might be due to �nite size e�ects which also occurfor spin-density wave mean-�eld calculations on small clusters. Our �ndings are ingood agreement with recent numerical calculations[80] which support the picture of



121hole pockets as has been brought forward in Ref. [74,75]. These �ndings are alsoconsistent with recent photoemission experiments.[84] Our calculations can be madecompatible with high temperature expansion results if the thermal wash-out e�ectis taken into account. [80,83] It is necessary to work at very low temperatures toobserve hole pockets in these systems.



CHAPTER 6INFLUENCE OF LONG-RANGE INTERACTIONS ONSUPERCONDUCTIVITY AND PHASE SEPARATIONIn this chapter, the t-J model is studied including a long-range 1/r repulsiveinteraction. It is observed that charge�density�wave states become stable as thestrength of the 1/r term, Vcoul, is increased. Due to this e�ect, the domain of stabilityof the superconducting phase that appears near phase separation at Vcoul = 0 is notenlarged by a 1/r interaction as naively expected. Nevertheless, superconductivityexists in a �nite region of parameter space, even if phase separation is suppressed.Some of the results presented in this chapter have been published by S. Haas, E.Dagotto, A. Nazarenko, and J. Riera in Phys. Rev. B 51, 5989 (1995).6.1 IntroductionThe presence of charge modulations and phase separation in the high-Tc com-pounds has recently attracted considerable attention.[96,97] In the present study ofthe t-J model, we observe that even in the presence of mobile carriers, CDW phasesare stabilized by the 1/r term in a large region of parameter space, reducing thepotential domain of stability of the superconducting phase. Nevertheless, we alsonotice that superconductivity is not strongly suppressed either (unless Vcoul crossessome threshold). 122



123The Hamiltonian for the t� J model with 1/r interactions has the formH = �t X<i;j>�(~c+i�~cj� + h:c:)+J X<i;j>(Si � Sj � 14ninj) + VcoulXij ninjrij ; (6:1)where the ~c-operators are hole operators acting on non-doubly occupied states, andrij is the shortest distance between sites i and j.To analyze the ground state properties of this Hamiltonian Lanczos techniquesare used (see chapter 2). Charge, spin and pairing correlations are monitored as afunction of J=t, Vcoul=t, and hni. In 1D, the conformal �eld theory parameter k� isalso studied.[97] If k� > 1, the singlet pairing correlations decay the slowest againstdistance, and thus are dominant in the ground state. To discuss the results inboth the 1D and 2D t-J model, for simplicity we will use the quarter �lling density,hni = 1=2, where signals of superconductivity are clear even in small 2D clusters.The smooth connection between quarter-�lling and half-�lling at Vcoul = 0, leads usto believe that the conclusions of this chapter are valid in the realistic regime ofsmall hole density as well, where the relevant values of J/t are small in the 2D case.6.2 The t-J-1/r Model in 1DIt is helpful to �rst consider the atomic limit Vcoul; J� t, where intuition can begained about the states that will compete with superconductivity and phase separa-tion. Several CDW phases were observed in the ground state as a function of J=Vcoulafter the 1/r interaction makes the phase separated regime unstable. These CDWphases have an increasing number of electrons in each microscopic cluster as J=Vcoulgrows, since J favors the formation of large spin structures to gain antiferromagneticenergy. Monitoring the density-density correlation functions, we observed that



124the CDW states are stable even for a �nite hopping t, and their rough domainof stability is shown in Fig. 6.1. Phase I is a standard Wigner crystal. PhaseII is a Wigner crystal of pairs i.e. a regular distribution of charge 2e spin-singlets, similar to those observed in the t-J-V model.[98] This state is stablesince the pairs take advantage of the short range e�ective attractive force pro-duced by J. Phase III has clusters with four electrons, and as J increases the sizeof these microscopic clusters also increases smoothly producing a cascade of CDWphases. In the limit where J is the only relevant scale, phase separation is recovered.
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125Vcoul = 0 line in Fig. 6.1. In the pure t-J model, the compressibility diverges at theboundary of phase separation. On the other hand, at �nite Vcoul, k� is a smoothfunction of J/t, it becomes larger than one on a small region, and then it smoothlyconverges to zero at large J/t. To gain more intuition about the physical behaviorof the system, we also studied pairing correlations observing that in the regimewhere k� > 1, these correlations are indeed very strong in the ground state and theycontinue having a large value, beyond the apparent stability regime signaled by k�.This curious e�ect shows that short distance superconducting uctuations may berelevant in a wide region of parameter space, even if their asymptotic power-lawdecay is not the dominant one.
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126CDW and SC correlations as a function of the parameters J/t and Vcoul=t. Thesesusceptibilities are related to the real space correlation functions by�sup = 1N �i;jh�i�ji;�CDW = 1N �i;jhninjiei�(ri�rj); (6.2)where � controls the modulation of the charge-density-wave. As is seen in this�gure, superconductivity dominates in a region 2:4 � J=t � 3:2 at small values forthe parameter Vcoul=t which controls the Coulomb tail. At Vcoul=t = 0:3 the super-conducting susceptibility is very weak (not shown for this case), and various CDWphases dominate. 6.3 The t-J-1/r Model in 2DIn 2D we have carried out an analysis using 4 � 4 clusters, In the atomic limit,which can be explored on larger clusters, the set of stable CDW phases is qual-itatively di�erent from the 1D case. Here, striped phases (holes ordered in onedimensional chains along the x or y axis) are dominant in most of parameter space.As J increases, the number of contiguous chains of electrons in the striped phasessmoothly increases. [99]Away from the atomic limit, a numerical analysis of the pairing correlations sim-ilar to that carried out for the pure 2D t-J model suggests that superconductivityis robust in a region of parameter space analogous in shape to that observed in1D. The analysis of the other phases is more complicated due to the weakness ofthe density-density correlations, and thus in this sense the actual boundaries be-
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CHAPTER 7DYNAMICAL PROPERTIES OF ANTIFERROMAGNETICHEISENBERG SPIN CHAINSIn this chapter, the dynamical properties of spin-1 and spin-1/2 Antiferromag-netic Heisenberg Chains (AHC's) are studied by exactly diagonalizing clusters of upto 18 and 26 sites, respectively. It is shown that the spin-1 AHC has a quasi-single-mode spectrum for momenta k � 0:3�, while the low energy edge of the spin-1/2AHC is dominated by a spin-wave continuum. The dispersion curve obtained for thespin-1 chain is in excellent agreement with recent experiments on NENP. The sizedependence of the low energy spectral weight is also analyzed. The results of thischapter have been published by S. Haas, J. Riera, and E. Dagotto in Phys. Rev. B48, 3281 (1993). 7.1 IntroductionThe Quantum Heisenberg Antiferromagnet is one of the simplest nontrivial mod-els of strongly correlated electrons. However, its ground state properties are not en-tirely understood. In particular, the one-dimensional Antiferromagnetic HeisenbergChain (AHC) has recently been given much attention both theoretically [101{109]and experimentally [110{113]. This interest is mainly due to Haldane's [106] pre-diction of a �nite gap in the excitation spectrum of integer-spin AHC's leading to128



129�nite magnetic correlations, to be compared with the spectrum of half-odd-integerspin chains which is presumed to be gapless. Previous numerical studies for theisotropic spin-1 AHC have indeed con�rmed the presence of a spin gap �� ' 0:41Jat k = � and �0 ' 2�� at k = 0, where J is the Heisenberg exchange integral. [107]However, not much theoretical information on dynamical properties of spin-1 chainsis available. Carrying out such a calculation became particularly important afterthe recent experiments by Ma et al.[110] on the spin-1 AHC Ni(C2H8N2)2NO2ClO4(NENP) which have provided strong evidence of a long-lived single-mode picture inthe interval 0:3� � k � � (the region k � 0:3� is experimentally di�cult to accessdue to the small magnetic scattering cross section in this regime). In contrast to thehalf-odd-integer spin chains, the dispersion curve was found to be asymmetricallydisplaced about k = �=2 and presents gaps for all momentum transfers. [110] Theintegrated energy intensity drastically decreases for momentum k < �=2. Can theseresults be reproduced by a simple spin-1 Heisenberg model on a chain?In this chapter, the dynamical behavior of AHC's with and without spin-gaps isanalyzed and compared with experiments. We will study the excitation spectrumcontained in the zero-temperature dynamical structure factor S(k; !) which is pro-portional to the scattering cross section measured in Inelastic Neutron Scatteringexperiments[110{112] at low temperatures (kBT � �h!k). In excellent agreementwith experiments, we observed that interactions between the dominant excitationsare negligible in this regime, leading to a single-mode spectrum in the integer-spincase above a certain threshold momentum transfer.[110] For a quantitative com-parison of the present numerical results with Ma's data it is necessary to take intoaccount the single-ion anisotropy of NENP which is about D�0.18J'0.8 meV.[110]



130While relatively little is known about the dynamical properties of spin-1 chains, avast literature on the spin-1/2 AHC is available. Static ground state properties havebeen calculated using the Bethe Ansatz.[114,115] However, an exact evaluation ofS(k; !) in Bethe's framework has not been accomplished. M}uller et al.[101] proposedan approximate expression for the dynamical structure factor which agrees well withInelastic Neutron Scattering studies on KCuF3 and CuCl2 � 2N(C5D5).[112,113]Recent experimental work by Nagler et al. [112] has nicely con�rmed the existenceof a spin-wave continuum with a gapless onset at the antiferromagnetic zone center(k = �) and at k = 0.7.2 Spin Dynamics on the Heisenberg ChainThe Hamiltonian of the one-dimensional Quantum Heisenberg Antiferromagnetin the presence of single-ion anisotropy is de�ned byH = JXi Si � Si+1 +DXi (Szi )2; (7:1)where the sum is taken over all cluster sites, and the rest of the notation is standard.The in-plane anisotropy EPi[(Sxi )2� (Syi )2] has been neglected here. In the case ofNENP it has been experimentally observed that J�3.8-4.1 meV and D�0.18J,[110]while for KCuF3 the parameters are J�17.5 meV and D�0.[112] D is produced bythe coupling of a spin to the orbital motion. It destroys the spin rotational symmetryof the pure Heisenberg Antiferromagnet and pulls the spins into the xy plane.Let us shortly discuss the microscopic origin of the single-ion anisotropy. Thetotal wavefunction for a real material contains spatial, orbital and spin contributions.The spatial and the orbital part are usually neglected for spin systems. However,



131here we want to consider the e�ect of spin-orbit coupling ,�L � S, and thus thewavefunction has to be written as a product : j�i = jl; lzi 
 js; szi. For the case ofNi2+ ions, the orbital contribution to the wavefunction is a constant correspondingto two half-�lled 3d orbitals (see the discussion of NENP in the introduction). Sincespin-orbit coupling destroys the rotational symmetry of the Heisenberg Hamiltonian,we have now a preferred quantization axis which we choose to be along the z-direction. Then, the spin-orbit term at a given site `i' is given by �Lzi Szi . Let us nowtreat this term to lowest order in perturbation theory. Since the spin and the orbitalcontribution can be separated we obtain a shift in energy of DPf jhf; s; szjSzi j0; s; szij2,where `f' denotes �nal states, `0' is the ground state, and the orbital contribution isabsorbed in the constant D = �2Pf jhf;l;lzjLzi j0;l;lzij2Ef�E0 .We diagonalize Eq.(7.1) on �nite clusters with periodic boundary conditionsusing the Lanczos algorithm.[116] At T=0 the dynamical structure factor is givenby S��(k; !) =Xn jhnjS�k j0ij2�(! � (En � E0)); (7:2)where �=x,y,z , S�k = 1pN Pl eiklS�l , N is the number of sites , jni denotes aneigenstate of H with energy En (E0 being the ground state energy), and the restof the notation is standard. S��(k; !) is extracted from its corresponding Green'sfunction S��(k; !) = � 1�ImG��(k; !) (7:3)which can be written in the form of a continued fraction[116,117]G��(k; !) = h0j(S�k )yS�k j0i! � a0 � b21!�a1� b22!�::: : (7:4)



132The coe�cients an and bn are obtained from the recursive relationjfn+1i = Hjfni � anjfni � b2njfn�1i; jf0i = S�k j0i; (7:5)where Eq.(7.5) de�nes a set of orthogonal states. The coe�cients are thus given byan = hfnjHjfni=hfnjfni;b2n+1 = hfn+1jfn+1i=hfnjfni; b0 = 0: (7.6)As a check of our calculations we used the real space correlation functions toverify that the sum rule R d!S��(k; !) = S��(k) is satis�ed. Here S��(k) =Pj exp(�ikj)h0jS�j S�j+1j0i is the static structure factor.The convergence of lattice diagonalizations with the number of sites for thegapless excitation spectrum of the spin-1/2 AHC is slower than for the spin-1 case.Thus, �nite size e�ects have to be taken into account when information is extractedfor the N !1 limit. In order to reduce the size of our Hamiltonian matrix we usespin inversion, spin reection and the translational symmetry of Eq.(7.1). In spite ofthese simpli�cations the characteristic Hilbert space of the 18-site spin-1 AHC has1227112 basis elements. The construction and diagonalization of the Hamiltonianfor the N=18 sites spin-1 chain at a given momentum `k' demands less than anhour of CPU-time on a CRAY-2 supercomputer. To obtain the dynamical structurefactor, a second run of roughly equal CPU-time is necessary.7.2.1 Spin-1 AHCNow let us analyze the results for the spin-1 chain. Previous studies haveshown[104,107,109] that the ground state of the spin-1 AHC has zero-momentumand that its spin excitation spectrum is asymmetric about k = �=2. A �nite (and



133positive) uniaxial anisotropy splits the otherwise threefold degenerate lowest exci-tation into a higher-energy Sz = 0 state, that we will denote as the singlet, and alower-lying jSzj = 1 doublet. In our study we will concentrate on the dynamicalstructure factor along the z-axis which measures weights and positions of excitationsin the Sz = 0 subspace. The splitting of the spectrum in the vicinity of k = � dueto in-plane anisotropy[110] has been neglected.
0.0 1.0 2.0 3.0

0.0

1.0

2.0

3.0

results of Ma et al.
16-site AHC at D=0.0
16-site AHC at D=0.18J
18-site AHC at D=0.18J
18-site AHC at D=0.0

ω(k)/J

kFigure 7.1: Dispersion curve for a spin-1 AHC. The solid line is a �t to experimentaldata for NENP. The symbols denote results from exact diagonalizations of 16-siteand 18-site chains for anisotropies D=0.0 and D=0.18J, respectively. For momentak � 0:3�, there is no observable spectral weight in the experimental data. The solidline in that region represents an extrapolation by the experimentalists.In Fig. 7.1, we show the position of the lowest excitation energy observed inSzz(k; !) as a function of k, and compare it with the experimental results of Ma etal.[110] The solid line is a �t of their data to the dispersion relation!k = s�2k + v2 sin2 k +Ak cos2 k2 (7:7)where �k = 2:40 � 0:05 meV, v = 9:7 � 0:1 meV and Ak = 34 � 2 meV. Ourresults were obtained from the exact diagonalization of N=16 and N=18 chains.



134An excellent agreement is obtained in the region k � 0:3�, while there is no dataavailable below k = 0:3�. The gap at k = 0 is about twice the gap at k = �,which has led to the assumption that at small k we are dealing with a continuumof excitation pairs with momentum � and -�.[110] In the slightly anisotropic case(D=0.18J) the k = � singlet gap is given by 0.66J in agreement with the resultsof Golinelli et al.[109] To show the inuence of the single-ion anisotropy D in thedispersion, we have also plotted our results for the D=0 case which may correspondto AgV P2S6 where experimentally it was observed that D=J � 10�4.[118]
0 1 2 3 4 5

0.00

0.50

1.00

1.50

0.000 0.050 0.100
94

95

96

97

98

99

100

0 2 4 6
-30

-20

-10

0

10

an (N=18)
an (N=16)
bn (N=18)
bn (N=14)

0.0 1.0 2.0 3.0 4.0 5.0
0

20

40

60

80

100

(a) (b)

(c)

Plm S
zz

(k,ω)

1/N

an,bn

n

S
zz

(π/9,ω)
higher

lying

excitations

ω/J

spin-1 AHC

D=0.18J

Figure 7.2: (a) Volume dependence of the spectral weight of the lowest lying exci-tation Plm (in %) in spin-1 AHC's with up to 18 sites. Squares : k = �, octagons: k = �=2. N is the number of sites. In the limit N ! 1 the spectral weightsconverge to �nite values. (b) Out-of-plane dynamical structure factor of the N=18spin-1 AHC with single-ion anisotropy D=0.18J for di�erent values of the momen-tum transfer. Solid line : k = �, dashed line : k = 2�=3, dotted line : k = �=3,inset : k = �=9. The delta functions have been given a �nite width � = 0:1J . Theinset shows that for low momentum transfers (k � 0:3�) higher lying modes arenot negligible. (c) Lowest order coe�cients in the continued fraction expansion forSzz(k; �). Octagons denote N=18, while squares correspond to N=14 spin-1 AHC.



135The relative spectral weight of the lowest energy excitation in Szz(k; !) as afunction of the lattice size N is shown in Fig. 7.2(a). As N ! 1, the weights ofthe lowest excitation peaks converge to �nite values (approximately 94% for k = �).The convergence is very rapid in the vicinity of k = �, which suggests a single-modepicture in this region. On the other hand, for low momentum transfers (k � 0:3�)higher lying modes appear in the spectrum, signaling the presence of multi-magnoninteractions. However, the energy gap and relative peak intensity of the lowestexcitation seem to remain �nite in the bulk limit, even for small momentum transfer.In Fig. 7.2(b), the dynamical out-of-plane structure factor of the N=18 chain isshown for di�erent momenta at D=0.18J. The delta functions have been approxi-mated by Lorentzians with a �nite width �=0.1J. The integrated spectral intensitydecreases rapidly as k ! 0, in agreement with experiments. As shown in the �g-ure, for k � 0:3� higher lying modes become visible, indicating the onset of amulti-magnon continuum. Also, we have observed that the total spectral weightof Szz(�; !) also decreases as a �nite single-ion anisotropy D is switched on. Thisindicates that the spins prefer to lie in the xy plane for positive D. Correspondinglywe would expect an increase in the spectral weights of Sxx(�; !) and Syy(�; !) as Dincreases.In Fig. 7.2(c), we show the �rst few coe�cients of the continued fraction expan-sion for Szz(�; !) in the N=14 and N=18 chains. We observed that a truncation ofthe expansion beyond the �rst � 14 coe�cients is possible without any noticeablechange in the dynamical spectrum. It can be seen from Eq.(7.6) that the an's carryunits of energy while the bn's are dimensionless. The an's are thus expected to growproportional to the system volume N, while the bn's should converge to a �nite value



136as the bulk limit is approached. Both features, the scaling of an's with the latticesize and the convergence of the bn's, are observed in Fig. 7.2(c). This providesevidence that the bulk limit has been already reached at N=18.We have observed that the dominant low-energy pole is isolated, and the gapto higher lying excitations appears to persist in the bulk limit (a careful �nitesize study is necessary to verify the presence of a second gap in the spectrum).Isolated poles in the spectral functions of holes in two-dimensional antiferromagnetsare common.[119] In that case, the creation of a hole causes a distortion of thebackground spin ground state. When the system relaxes to the new ground state,the hole of course still exists, but the mean values of the spins in its neighborhoodhave changed, and it has thus become a dressed hole quasiparticle. It may occurthat a similar picture holds for the spin-1 chain, namely we ip a spin at a givensite creating a local triplet state, and this state may relax at large times to a (stilllocal) state not much di�erent from the previous one, i.e. only its spin neighborsare altered. We are currently investigating this possibility.7.2.2 Spin-1/2 AHCThe spin-1/2 chain has been studied extensively,[101{103,107,112{115] and thereare approximate analytical expressions available for some dynamical observables.The onset of the excitation spectrum of a spin-1/2 AHC is given by the desCloiseaux-Pearson dispersion[115]!lowk = �J2 j sin(k)j; (7:8)which is gapless at k = � and 0. Comparing our data in Fig. 7.3 for the lowestexcitations of a N=26 chain with Eq.(7.8) we �nd good agreement. The small gap



137at k = � is due to the �nite size of our chain and vanishes in the bulk limit.[117]In contrast to the massive spin-1 AHC, the spectrum is now symmetrical aboutk = �=2.
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138
timeFigure 7.4: Schematic plot of a spinon pair propagating on top of an antiferromag-netic background.Based on the selection rules and their exact dispersion curves, M}uller et al.[101]have proposed the following approximate expression for the out-of-plane dynamicalstructure factorSzz(k; !) = Aq!2 � !lowk 2�(! � !lowk )�(!upperk � !); (7:10)where A is a constant and �(x) is a cut-o� step-function. The upper cut-o� at!upperk was introduced to guarantee that the usual sum rules are satis�ed. It maybe interpreted as the maximum energy of a spinon pair. However, higher orderscattering processes result in small contributions above this boundary which areobserved in exact diagonalizations of �nite clusters. Thus, Eq.(7.9) should not beinterpreted as a rigorous sharp upper bound for the spectrum.To compare these predictions with numerical results, the intensities of the lowestlying peaks in Szz(k; !) are shown for di�erent momentum transfers in Fig. 7.5(a).In contrast to the spin-1 chain the spectral weights of these peaks seem to vanishin the bulk limit. This clearly indicates that now we are dealing with a spinon pair
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140continuum as opposed to a single-mode spectrum as in the spin-1 case. As expected,�nite size e�ects play a more important role in the gapless half-odd-integer AHC'sthan in a massive theory, as can be seen in our plot of Szz(�; !) (Fig. 7.5(b)).Although the smaller Hilbert space of spin-1/2 chains allows us to easily diagonalizesystems of 26 sites, the results still show �nite size e�ects. Actually, we expectthat the peaks observed in the spectrum will merge into a continuum increasing thesize of the lattice. A combination of several boundary conditions may alleviate thisproblem. Nevertheless, there is good qualitative agreement between Eq.(7.10) andthe numerical results. The inset of Fig. 7.5(b) shows Szz(�; !) where the occurringpoles have been approximated by Lorentzians with a large width � = 0:5J . Thearti�cially broadened dynamical spectrum has the 1/!-behavior proposed by M}uller,and this is roughly the result we expect in the bulk limit when more poles convergeinto a continuous spectrum.In Fig. 7.5(c) the �rst 11 coe�cients in the continued fraction expansion forSzz(�; !) are shown for the N=20 and N=26 chains. In contrast to the spin-1case the bn's have not converged, indicating that the bulk limit has not fully beenreached as anticipated. Notice that for easy comparison of the convergence in Fig.7.2(c) and Fig. 7.5(c) we have chosen cluster sizes which render similar ratios, i.e.14/18�20/26. 7.3 ConclusionsIn summary, the dynamical behavior of spin-1/2 and spin-1 AHC's has beenstudied using numerical techniques. Our data suggests that a single-mode approxi-mation for the massive spin-1 AHC is adequate above k = 0:3� in agreement with



141recent experiments by Ma et al..[110] From the dynamical structure factor and thescaling of spectral weights with cluster size in the spin-1/2 AHC, we infer the exis-tence of a spin-wave continuum, in contrast to the spin-1 AHC case.



CHAPTER 8RANDOM EXCHANGE DISORDER IN THE SPIN-1/2 XXZ CHAINIn this chapter, we study the one-dimensional XXZ model in the presence ofdisorder in the Heisenberg Exchange Integral. Recent predictions obtained fromrenormalization group calculations are investigated numerically using a Lanczosalgorithm on chains of up to 18 sites. We �nd that in the presence of strong X-Y-symmetric random exchange couplings, a \random singlet" phase with quasi-long-range order in the spin-spin correlations persists. As the planar anisotropy is varied,the full zero-temperature phase diagram is obtained and compared with predictionsof Doty and Fisher [Phys. Rev. B 45 , 2167 (1992)]. In addition, we observe a novelreentrant transition of the ordered phases when exchange disorder is included. Theresults presented in this chapter have been published by S. Haas, J. Riera, and E.Dagotto in Phys. Rev. B 48, 3281 (1993).8.1 IntroductionThe study of quantummodels in the presence of disorder is an emerging �eld ontowhich much attention has been focussed lately. Since all experimentally accessiblesystems [120] are to some extent a�ected by randomness in the form of impurities,random magnetic �elds, or couplings, a thorough understanding of disorder e�ectscan help in comparing experimental observations and theoretical predictions. In142



143particular, weakly disordered, low-dimensional quantum spin systems are of inter-est, since the interplay between randomness and strong quantum uctuations canbe observed.[121] At T=0, phase transitions in quantum spin models are driven byzero-point uctuations, as opposed to thermal excitations in their classical counter-parts. However, when a random potential is introduced, phase transitions can bealso driven by random uctuations. This mechanism is particularly interesting inthe case of marginally ordered systems, where the long-range N�eel order in the 2Disotropic Heisenberg model has been found to be unstable towards thermal uctua-tions and random �elds, but not towards randomness in the exchange couplings.[122]In this context, `marginal order' alludes to the fact that the gapless spectrum of theHeisenberg system can be destroyed by an in�nitesimal Ising-like anisotropy in theHamiltonian.8.2 The Heisenberg Chain in the Presence of a Random ExchangePotentialThe anisotropic spin-1/2 Antiferromagnetic Heisenberg Chain is a generic modelof strongly correlated electrons. It is described by the Hamiltonian,H0 = JXi (�Szi Szi+1 + Sxi Sxi+1 + Syi Syi+1); (8:1)where the notation is standard. Due to the low dimensionality, quantum uctuationsdestroy long-range order in the region �1 < � � 1, and the spin-spin correlationsdecay spatially following a power-law. Beyond the Heisenberg point (i.e. � > 1),a gap opens in the excitation spectrum and the system develops long-range N�eelorder with exponentially decaying correlation functions, while for � � �1 there is aferromagnetic region with Ising-type long-range order.



144Let us now introduce disorder in the form of X-Y symmetric random exchangecouplings, such that the planar symmetry of H0 is not broken by the random po-tential, Hrandom =Xi �i(Sxi Sxi+1 + Syi Syi+1): (8:2)The random couplings �i are drawn from a uniform distribution P (�i) = 12�Jxy [�(�i+�Jxy)� �(�i� �Jxy)], where h�ii = 0 and h(�i)2i = (�Jxy)2=3. The cut-o� parameter�Jxy serves as a measure for the strength of the random potential. The physicalproperties induced by this distribution are believed to be universal. In order totest this idea, we also studied random exchange couplings drawn from a Gaussiandistribution, P (�i) = 1p2��xy exp (��2i =2�xy). Here, �xy serves as a measure of therandom strength.The properties of XXZ chains in the presence of various random potentialshave recently been studied by C. A. Doty and D. S. Fisher using renormalizationgroup techniques.[123] It was found that, while random transverse �elds destroy the(quasi)-long-range spin order, a power-law decay of the spin correlations may persistin the presence of random exchange couplings as long as the random Hamiltoniandoes not break the planar symmetry of H0. In particular, it was predicted that aquasi-long-range-ordered phase extends from the X-Y regime (�1 < � � 1), whenHrandom is switched on.8.3 Diagonalization and Quenched AveragingIn our study of the above system, we numerically diagonalized chains of up to 18sites with periodic boundary conditions using a Lanczos algorithm. The observableswere obtained from a quenched average, i.e. the ground state j�0(j)i of a chain was



145evaluated for a given set of random couplings j = f�ig, and then the expectationvalue of some particular operators Ô were studied. This procedure was repeatedfor m ' 500 (or larger) di�erent sets of random couplings, and �nally the algebraicaverage over all m random samples was taken. The quenched average of an operatorÔ is thus de�ned by hhÔii = 1m mXj=1h�0(j)jÔj�0(j)i: (8:3)First, we would like to address the question of whether quasi-long-range orderpersists in the region �1 < � � 1 when the disorder potential Hrandom is switched on.The relevant observable is the normalized real-space spin-spin correlation function!z(l) = 3N NXi=1 hhSzi Szi+liiS(S + 1) ; (8:4)where N denotes the number of sites, and S = 1=2 in our study.
Figure 8.1: Double-logarithmic plot of real-space spin-spin correlations j!z(l)j atmaximum separation (l = N=2) as a function of lattice size. The squares repre-sent data obtained from exact diagonalizations, the solid lines are �ts to a power-law decay j!z(l)j = Al��z and the dashed lines are �ts to an exponential decayj!z(l)j = A exp (��l). The size of the squares is comparable to the magnitude ofthe corresponding error bars.



146In Fig. 8.1, the spin-spin correlations !z(N=2) at the maximum separation(l = N=2) are plotted as a function of the lattice size N at planar anisotropy � = 0:5for a couple of random strengths �Jxy. If the correlations decay with a power-lawj!z(l)j / l��z, we expect a straight line with negative slope �z in a double-logarithmicplot. It is found that for all random strengths, �Jxy, a power-law decay (solid line)�ts the numerical data much better than an exponential decay (dashed line), e.g.the �2-value obtained from least-square �ts is typically two orders of magnitudelarger when an exponential decay j!z(l)j / exp (��l) is assumed. We observed asimilar power-law behavior in a large region of parameter space.Why does the random potential not destroy quasi-long-range order in this re-gion? According to Doty and Fisher the \random singlet" phase which extends fromthe X-Y phase of the pure system (H0) can be pictured in terms of randomly dis-tributed tightly coupled singlet pairs of spins.[123] Those spins which are not boundin a singlet pair interact via virtual excitations. It turns out that these \almost-free"spins are anomalously strongly correlated. The probability that \almost-free" spinsseparated by a distance R interact strongly is claimed[123] to be proportional to1=R2. This gives rise to the observed power-law behavior in the spin-spin correla-tions. The decay exponent is found to be �z = 2. Note that in the exactly solvableX-Y limit (� = 0) the system maps into a tight-binding model of free fermionswith random nearest-neighbor hopping. In this limit the decay exponent is given by�z = 2 if a single characteristic localization length is assumed for the properties ofthe low-energy wave functions.[123]In Fig. 8.2, we show �z obtained in our numerical analysis, as a function of thedisorder parameter �Jxy for various anisotropies �. The exponent has been extracted
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Figure 8.2: Exponents of the power-law decay j!z(l)j = Al��z as a function of thedisorder parameter �Jxy for various positive planar anisotropies. The inset shows�z as a function of anisotropy in the limit of no disorder. (b) Same as (a) butfor negative anisotropies. The inset shows the energy di�erence �E = E(Sztot =0)� E(Sztot = 1) as a function of �Jxy for the 14-site chain. The change in the signof �E indicates the presence of a partially polarized phase for 0:55J � �Jxy � 3:05Jat anisotropy � = �0:75. The error bars are not shown explicitly for clarity, butthey are of the order of 10%.



148using chains of size N=6, 10, 14 and 18. [124] The inset of Fig. 8.2(a) shows thedecay exponent �z for the pure system H0 as it has also been obtained in Ref. 6.The exact diagonalization results are in excellent agreement with predictions fromconformal invariance,[125] and in particular the Heisenberg limit (j!z(l)j / l�1)and the X-Y limit (j!z(l)j / l�2) are nicely recovered. For negative anisotropies,(�1 < � � 0) conformal invariance predicts a constant exponent �z = 2, whichis also in reasonable agreement with our data, showing that our techniques canreproduce known results very accurately.8.4 Phase Diagram of the Spin-1/2 Heisenberg Chain in the Presenceof Disorder in the Exchange IntegralOn our �nite chains, and as we depart from the �Jxy = 0 limit, three regions canbe identi�ed:(1) In the regime of small randomness (�Jxy < J) the exponent �z increasesslightly as a function of the disorder parameter �Jxy, which is a sign of reducedorder.[126] However, the size of our error bars (� 10%) needs to be improved furtherto verify this result at small �Jxy.(2) Around �Jxy = J , there is an area of high competition between the quan-tum uctuations of the original Hamiltonian (JPi(Sxi Sxi+1 + Syi Syi+1)) and Hrandom.Locally the random terms can compensate the zero-point uctuations leading to anantiferromagnetic Ising-like behavior in the correlation functions. As a result, thedecay exponent �z has a dent with onset at around �Jxy = J , indicating a crossoverinto a more ordered Ising-like regime, where correlations decay more slowly than forthe uniform system.



149(3) For large disorder, (�Jxy >> J) Hrandom is the dominant term. The depen-dence of the decay exponent on the planar anisotropy in H0 becomes negligible, andit approaches �z = 2 for all values of �, as it has been predicted by renormalizationgroup arguments.[123]In the vicinity of � = �0:75 the exponent �z behaves anomalously for smalldisorder. The observed decay in �z for �Jxy between J and 2J is due to ferromagneticbehavior in the real space spin-spin correlations. This anomaly is observed speciallyfor anisotropies �1 < � � �0:5. The dent of �z around �Jxy = J can be understoodas a crossover into a phase of higher order. In particular, for � = �0:75 we observeda transition into a partially polarized phase indicated by the change of sign in theenergy di�erence �E = E(Sztot = 0)�E(Sztot = 1), where E(Sztot = n) is the quenchedground state energy in the subspace with Sztot = n. The inset of Fig. 8.2(b) shows�E as a function of the disorder parameter �Jxy at anisotropy � = �0:75 for a14-site chain. It can be nicely seen that the transition into the partially polarizedphase (0:55J � �Jxy � 3:05J) corresponds to the dent in �z in the same regime ofdisorder.In Fig. 8.3(a), the dependence of the energy on the disorder parameters�Jxy and �xy at various anisotropies is shown for a 14-site chain. As the ran-dom potential becomes dominant, the system is allowed to relax into a groundstate of higher entropy. The ground state energy drops proportionally to �Jxy(�xy) in this region. In Fig. 8.3(b), we show how the static structure factor(Szz(k) = 1N Pi;j exp(�ik(i� j))h0jSzj Szj+ij0i) behaves as a function of the disorderparameters at antiferromagnetic momentum transfer k = � for the 14-site chain.In analogy to Fig. 8.2, three regions can be identi�ed. At low disorder the struc-
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Figure 8.3: (a) Ground state energy of the 14-site spin-1/2 XXZ chain as a functionof the disorder parameter �Jxy at various planar anisotropies. The random exchangecouplings are drawn from a uniform distribution with cut-o� �Jxy. The inset showsthe same except when the random exchange couplings are obtained from a Gaus-sian distribution of width �xy. (b) Antiferromagnetic structure factor vs. disorderparameter �Jxy for the 14-site spin-1/2 XXZ chain. The inset shows the same butwhen the random exchange couplings are obtained from a Gaussian distribution ofwidth �xy. (c) Real space correlation functions at the maximum distance for an Nsite chain as a function of anisotropy at zero disorder. The bulk limit N = 1 isextracted from a �nite size study. (d) Same as (c) at disorder �Jxy = J .



151ture factor remains approximately unchanged. In the region of competition, N�eelorder is favored for positive anisotropies (0 � � � 1), resulting in an increase of theantiferromagnetic structure factor especially in the vicinity of � � 1. For negativeanisotropies (�1 < � � 0), the ditch in Szz(�) indicates a crossover into a ferro-magnetically polarized region. For large disorder, Szz(�) becomes independent of �,and approaches the X-Y limit for all anisotropies.The boundary between the long-range-ordered regime and the \random singlet"phase is obtained from the correlations !z(N=2). In the \random singlet" phase, thespin-spin correlations at distance N vanish in the bulk limit as N !1. However,as the anisotropy is tuned across the critical value �c, !z(N=2) becomes �nite,approaching j!z(N=2)j = 1 in the extreme Ising limit (� = 1). At zero disorderthe Heisenberg point �c = 1 is nicely recovered as the critical point (Fig. 8.3(c)).In Fig. 8.3(d), we see that the transition point between these two phases is reducedto about �c = 0:75 at �Jxy = J . [127] As a result of the strong competition e�ectsin the region �Jxy ' J , the antiferromagnetic phase bends into the random singletregime in a \reentrant" transition, indicating a stronger antiferromagnetic orderin this region. The whole boundary between \random singlet" and N�eel phase isplotted in the phase diagram given in Fig. 8.4.Both the \random singlet" and the N�eel phase lie in the Sztotal = 0 subspace.On the other hand, as the ferromagnetic limit is approached, there is a transitioninto a partially polarized phase, i.e. the ground state no longer has Sztotal = 0.This phase boundary, as well as the transition from the partially into the fullypolarized regime, is extracted from comparing the lowest energies of the variousSztotal subspaces (averaged over the ensemble of random couplings). In the region
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Figure 8.4: Phase diagram of the spin-1/2 XXZ chain in the presence of a randomexchange potential. The question mark denotes the \mole hill" phase discussed inthe text.of competition between quantum uctuations and the disorder term, the partiallypolarized phase bends into the \random singlet" regime, in analogy to the e�ect atthe phase boundary between the \random singlet" and the N�eel phase, as shown inFig. 8.4.For low disorder, our results agree qualitatively with those of Doty andFisher.[123] However, their study predicts an X-Y-like \mole hill" phase in theregion �1 < � � �0:5, and for small disorder. Numerically, it is hard to distinguishthis \mole-hill" from the \random singlet" regime, because both phases show power-law behavior in the correlation functions. However, from our exact diagonalizationdata we have observed a region (denoted with a question mark in Fig. 8.4) whichhas power-law decay, and is a member of the Sztotal = 0 subspace, but does not have



153any remnant antiferromagnetic correlations, as has been discussed above in the insetof Fig. 8.2(b). 8.5 ConclusionsIn summary, we have presented the �rst numerical study of the spin-1/2 XXZchain in the presence of a random exchange potential (Hrandom). In contrast to a ran-dom �eld,[128] quasi-long-range order of the zero-disorder X-Y regime �1 < � � 1 isnot destroyed by an X-Y symmetric random exchange. Also, Ising-type long-rangeorder persists in the presence of small random exchange couplings. The power-law behavior in the \random singlet" phase may be due to virtual interactions of\almost-free" spins which are not bound in randomly strong singlet pairs. A com-plete phase diagram is provided. In addition, we have found an interesting reentranttransition of the ordered phases (in both the ferromagnetic and antiferromagneticHeisenberg limits) when exchange disorder is included.



CHAPTER 9MAGNETIC RAMAN SCATTERING IN TWO-DIMENSIONALSPIN-1/2 HEISENBERG ANTIFERROMAGNETS: SPECTRALSHAPE ANOMALY AND MAGNETOSTRICTIVE EFFECTSIn this chapter, we calculate the Raman spectrum of the two-dimensional spin-1/2 Heisenberg antiferromagnet by exact diagonalization on a 16-site square clusterand quantum Monte Carlo techniques on clusters of up to 144 sites. The obtainedspectra are compared to experimental results for various high-Tc precursors. In spiteof the good agreement observed in the position of the main excitation in the B1gchannel, i.e., the two-magnon peak around 0.4 eV, an additional mechanism has tobe invoked to account for the broad and asymmetric shape of the overall spectrum.This mechanism is motivated in part by recent experimental observations that theRaman linewidth broadens with increasing temperature. Including magnon-phononinteractions by treating the phononic degrees in a quasi-static approximation as ane�ective renormalization of the exchange integral, our results are in good agreementwith Raman scattering experiments on various high-Tc precursors, such as La2CuO4and YBa2Cu3O6:2. In particular, the calculations reproduce the broad lineshape ofthe two-magnon peak, the asymmetry about its maximum, the existence of spectralweight at high energies, and the observation of nominally forbidden A1g scattering.The results of this chapter will be published in Phys. Rev. Lett. by F.Nori, R.154



155Merlin, S. Haas, A.W. Sandvik, and E. Dagotto. A preliminary report was givenby S. Haas, E. Dagotto, J. Riera, R. Merlin and F.Nori in J. Appl. Phys. 75, 6340(1994). 9.1 IntroductionRaman scattering is a powerful technique to study electronic excitations instrongly correlated systems. Recently, much attention has been given to the anoma-lous magnetic scattering with a very broad and asymmetric lineshape observed inthe Raman spectra of the parent insulating compounds of high-Tc superconductors,such as La2CuO4, and YBa2Cu3O6:2 at around 3230cm�1 and 3080cm�1, respec-tively [129]. The selection rules associated with this peak are anomalous : while thespin-pair excitations scatter predominantly in the B1g channel, there is also a sig-ni�cant contribution in the nominally forbidden A1g con�guration, as well as muchweaker B2g and A2g scattering[129].Previous theoretical studies on the spin-1/2 Heisenberg model for 2D squarelattices have computed the Raman spectra and its moments for a nearest-neighborinteraction[130{133] and only the moments when spin interactions along the plaque-tte diagonal were also included.[134] These show good agreement with experimentsregarding the position of the two-magnon peak, but they fail to account for thespectral shape, and its enhanced width.Several schemes have been considered to resolve this problem. Initially, fromthe analysis of the moments it was proposed that strong quantum uctuations wereresponsible for the broadening (see, e.g., Ref. [130,134]). However, recent studies ofspin-pair excitations in a spin{1 insulator, NiPS3, show a width comparable to that



156of the spin{1/2 cuprates [135]. This questions the view that the observed anomalyis due to large quantum uctuations intrinsic to spin{1/2 systems. We remark thatthe measured widths are 3-4 times larger[136] than those predicted by Canali andGirvin [133] within spin-wave theory using the Dyson-Maleev transformation, evenwhen processes involving up to four magnons are taken into account. The work byCanali and Girvin [133] and other groups[137,138] present convincing evidence thatthe observed anomalous features of the magnetic scattering cannot be satisfactorilyexplained by only considering quantum uctuations.In order to explain the observed anomalously broad and asymmetric lineshapes,it seems then necessary to invoke an additional process. Here, we consider theinteraction between magnon pairs and phonons [139]. This mechanism is motivatedin part by recent experimental observations of a strong broadening of the B1g andan enhancement of the A1g scattering with increasing temperature[140]. In ourapproach we consider the phonons as static lattice distortions which induce changes,�Jij, in the exchange integral J of the undistorted lattice. We calculate the Ramanspectra for a nearest-neighbor Heisenberg model using a nearest-neighbor Ramanoperator in the quenched-phonon approximation which, like the Born-Oppenheimerapproach, focuses on the fast (high-energy) magnon modes and freezes the slow(low-energy) phonons. This approximation is valid for the cuprates because thereis a clear separation of energies between the magnetic and vibrational modes. Forinstance, in YBa2Cu3O6 the characteristic Debye frequency is about 340cm�1 whilethe two-magnon excitation is � 3080cm�1.



1579.2 Raman Lineshape without Phonon-Magnon CouplingThe isotropic Heisenberg Hamiltonian is given by H0 = JP<ij> Si � Sj ; wherethe notation is standard, and only a nearest neighbor interaction is assumed. Forthe cuprates, the exchange integral is J ' 1450K ' 0:12eV. In our study, weobtained the ground state j�0i of H0 on �nite 2D square clusters with N spins andperiodic boundary conditions using a Lanczos (N = 16; 26), and Quantum MonteCarlo (QMC) (N = 144) algorithms. We studied zero and �nite temperature spectraassociated with the nearest-neighbor scattering operator [1-4]R = X<ij>(Einc � b�ij)(Esc � b�ij)Si � Sj ; (9.1)where Einc;sc corresponds to the electric �eld of the incident and scattered pho-tons, and b�ij is the unit vector connecting sites i and j. In the cuprates, and fornearest-neighbors only, the irreducible representations of R are B1g, A1g, and E.We concentrate mainly on the dominant B1g scattering, e.g., Einc / bx + by andEsc / bx� by. A1g scattering is characterized by Einc / bx+ by and Esc / bx+ by. Thephases associated with these two dominant channels are schematically depicted inFig. 9.1The spectrum of the scattering operator can be written asI(!) =Xn jh�njRj�0ij2�(! � (En �E0)); (9:2)where �n denotes the eigenvectors of the Heisenberg model with energy En. Whendoing exact diagonalizations on small clusters, the dynamical spectrum I(!) is ex-tracted from a continued fraction expansion of the quantity
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160ip at an energy 3J higher than the ground state energy. This argument remainsapproximately valid even in the presence of quantum uctuations[130{133]. Ourresults indicate that the two-magnon excitation is at 2:9757J , 3:0370J , and 3:2Jfor the 16-, 26-, and 144-site square lattices, respectively. Finite-size e�ects aresmall because of the local nature of the Raman operator. For the 144-site lattice,the QMC calculation was carried out at a temperature T = J=4 to con�rm theposition of the two-magnon peak at 3.2J. This calculation on a larger cluster carriesrobust error bars since it is not exact for those clusters. The slight shift of thepeak position, compared to the T = 0 results for the smaller clusters, is consistentwith the �nite-T exact diagonalization results of Ref.[131]. Statistical errors, absentin the exact diagonalization results but unavoidable in any stochastic simulation,enhance the width of the 144-site spectrum. These results con�rm that neither�nite-size e�ects nor �nite temperature can account for the discrepancies with theexperimental spectra. 9.3 Lineshape AnomalyThe Raman spectra obtained from the pure Heisenberg model (see Fig. 9.2) showgood agreement with experiments in regard to the two-magnon peak position, butthe calculated width is too small. We will consider here the coupling between themagnon pair and phonons [139,140] to account for the observed wide and asymmetriclineshape. Our mechanism relates to that proposed by Halley [142] to account fortwo-magnon infrared absorption in, e.g., MnF2.Quantum and thermal uctuations distort the lattice. The exchange coupling,which depends on the instantaneous positions of the ions, can be expanded in terms



161of the their displacements from equilibrium u. Keeping only the dominant linearterms: Jij(r) = Jij = J + �Jij = J + u � rJij(R). Here, �Jij represents the instan-taneous value of u � rJij(R), where R denotes the equilibrium position of the ioncarrying the spin (located at r = R+ u). In the quenched-disorder approximation,the e�ective Hamiltonian is H1 = X<ij>(J + �Jij)Si � Sj ; (9:4)where j�Jijj < J is a random variable corresponding to taking a snapshot of thelattice. This new Hamiltonian is no longer translational invariant.In our study, the random couplings �Jij were drawn from a Gaussian distributionP (�Jij) = exp (�(�Jij)2=2�)=p2��. I(!) was obtained as the quenched averageover m ' 1000 realizations of the randomly distorted lattice. The quenched averageof an operator Ô is de�ned by hhÔii = 1m Pmj=1h�0(j)jÔj�0(j)i; where �0(j) is theground state of the jth realization of the disordered system.In Fig. 9.2(b) we show the B1g Raman spectrum from Eq. 9.1 for a 16-sitessquare lattice with � � 0:4J , which we found to agree best with experimentalspectra [129]. Our calculations do not consider the e�ect of frozen phonons on thescattering operator R. Notice that the coe�cients pertaining to R are generallyunrelated to the matrix elements of the system's Hamiltonian (e.g., @J=@Q in Hbears on e2=r, while the corresponding terms / QSiSj in R bear on the dipolemoment). In particular, and unlike the case without phonons, the fully symmetricA1g component of the scattering operator does not commute with H.We �nd that the three main features observed in the B1g con�guration[129],namely, the broad lineshape of the two-magnon peak, the asymmetry about itsmaximum, and the existence of spectral weight up to ! � 7J are well reproduced.



162Beyond the two-magnon peak, there is a continuum of phonon-multi-magnon exci-tations. The small feature around ! ' 5:5J (for 0 � � � 0:3J) is compatible witha four-magnon excitation. 9.4 MagnetostrictionSince the e�ects of the phonon-magnon interaction (i.e., magnetostriction) havenot been extensively studied by theoretical work in the cuprates, a few commentsare in order. The coupling between the spin and strain degrees of freedom mod-i�es both elastic and magnetic properties. In fact, there are extensive studies onthe (sometimes very strong) inuence of elasticity on magnetism[143{145]. Mat-tis and Shultz[143] considered the inuence of uniform compression (i.e., all bondsequally distorted) in their classic study of magnetothermomechanics. Their resultswere criticized[144] for ignoring the e�ects of phonons (i.e., local uctuations in thebond lengths, which are taken into account in the present work). Recently, giantmagnetostrictive e�ects have been reported in several high-Tc superconductors[146].Also, important magnetostrictive e�ects have been reported in heavy-fermion[147]and low-Tc[148] superconductors.9.5 Superexchange-Phonon CouplingThe width of the Gaussian distribution, �, represents changes in J due to largeincoherent atomic displacements. Thus, one can write � � jh� ln J=�QihQij wherehQi is an average zero point motion (at T = 0) and h�J=�Qi is a weighted average ofrJij with respect to the displacement of all the ions participating in the exchange.



163Parenthetically, it is trivial to treat the case T 6= 0 by increasing �J . Let r bethe Cu-Cu distance, � the sound velocity, and M an e�ective reduced mass for theions. A simple calculation gives hQi=r � (M�r=�h)�1=2 � 0:05 which is consistentwith X-ray measurements of the mean displacement of oxigen atoms normal to thelayers[149,150]. While rJij is not known for most phonons, values for longitudinalacoustic modes can be gained from the r-dependence of J in the form J(r) � r��or @ ln J=@ ln r = ��[151]. For conventional transition metal oxides and halides,10 � � � 14[151], in reasonable agreement with the theoretical estimate � =14[152]. For the cuprates, high-pressure Raman measurements[153] and materialtrends[154] give, respectively, � � 5� 7 and � � 2 � 6. These values translate into� � (0:1� 0:35)J . We emphasize that the relevant incoherent �J 's (or �Q's) of ourcase are much larger than those in pressure studies involving coherent motion of ions(see, e.g., the discussion in p. 466 of [142]). Thus, we must use larger � (� � 0:4J).Finally, we would like to stress that not every kind of disorder gives rise to theobserved broadening of the spectrum. For instance, disorder by point defects ortwinning planes will not produce such an e�ect. Also, it is observed in experimentsthat the Raman linewidth broadens with increasing temperature[140]. This is astrong indication of a phonon mechanism for the broadening.9.6 A1g and B2g SymmetriesFor the A1g symmetry, the undistorted Raman operator commutes with theHeisenberg Hamiltonian, and no scattering can take place. However, the additionof disorder changes the commutator and can produce an A1g signal. Instead, thesilent B2g channel remains forbidden within our nearest-neighbor Raman operator.



164Fig. 9.2(c) shows the comparison between our numerically obtained A1g spectra(for � � 0:4J) and the experimental results [129,134]. The agreement betweentheory and experiments is reasonably good. We stress that the A1g scattering fol-lows naturally from our model unlike approaches relying on additional hypotheses,like, for instance, diagonal-nearest-neighbor couplings[134], 4-spin terms[137], newfermionic quasiparticles[155], or spinons. For a detailed discussion of these andother proposed explanations of the lineshape anomaly, see [133,138].9.7 ConclusionsWe �nd that light scattering spectra by spin excitations is caused by intrinsicspin-spin interactions and also by interactions with phonons. We provide evidencethat the two-magnon Raman peak is strongly modi�ed by coupling to low-energyphonons which randomly distort the lattice. Our calculations are in good agreementwith experiments and provide a simple explanation of four puzzling features ofthe data: the broad lineshape of the two magnon peak, the asymmetry about itsmaximum, the existence of a spectral weight at high energies, and the observationof nominally forbidden A1g scattering.



CHAPTER 10CONCLUSIONSHere, we attempt to summarize what can be learned from the Lanczos studieson the dynamics of fermionic systems presented in the preceeding chapters.The exact diagonalization method enables us to extract very accurate infor-mation on the dynamical properties of fermionic systems on �nite lattices.[159] Inparticular, we can study observables which can be measured directly by inelasticNeutron scattering (S(k; !)), Raman scattering (IB1g(!); IA1g (!)), and Photoemis-sion spectroscopy (A(p; !)). As opposed to the maximum entropy method which isfrequently used to analytically continue the imaginary-time Green's functions ob-tained from Monte Carlo simulations, our method has an arbitrarily �ne resolutionon the !-axis without any systematic errors but those intrinsic to the �nite size ofthe lattice.In the case of the spin-1 Heisenberg chain, there is a gap in the spin-spectrumwhich corresponds to a �nite spin-spin correlation length of roughly 6 lattice spac-ings.[160] Since we are able to study clusters of up to 18 sites, the physical systemis entirely contained in the lattices we can handle numerically. The gapped spec-trum is believed to be due to a topological Hopf term in the e�ective non-linear�-model this system can be mapped into. This idea has been �rst proposed by D.Haldane in 1981, and the minimum gap � in integer-spin chains corresponding toa massive boson with momentum � has subsequently been called Haldane gap. At165



166momentum-transfer k=0, which is not accessible to the Neutron scattering exper-iment, we expect a gap twice as large as �, corresponding to two massive bosonswith momenta � and -� respectively. This leads to an asymmetry in the dispersionrelation about k=�=2.In contrast to the Haldane systems, half-odd-integer-spin chains (S=1/2, 3/2 ,...) do not have a gap in their spectrum, and their spin dispersion is symmetricabout k=�=2. Since they do not have a �nite magnetic correlation length, they cannever be entirely contained in a �nite cluster, which imposes potential problems toany numerical study of these systems. However, from their spectrum the presence oflow-lying modes can be easily identi�ed, and correlations can be measured. A studyof clusters of various sizes allows at least for a qualitative analysis of the physics ofsystems with long-range order. We have shown that some dynamic quantities on�nite clusters have a behavior compatible with what is expected for the bulk (i.e.S(�; !) / 1=!).While the disorder in the ground state of integer-spin chains is due to topologi-cal excitations, we can also study systems where disorder is introduced by externalmechanisms such as phononic distortions.[161] To lowest order, phononic distortionscan often be treated as a quasi-static perturbation to the spin system, since thereis a separation of energy scales by typically an order of magnitude (between opticalphonons and magnons). Then, the incoherent part of the phonons simply renor-malizes the exchange integral of the spin Hamiltonian in a random manner, e.g.J ! J + �Jij, where � is a parameter that controls the strength of the randomrenormalization.



167In the 1D spin-1/2 chain, we �nd that disorder that only renormalizes the ex-change constant does not neccessarily lead to an exponential decay in the real-spacespin-spin correlation functions.[162] However, we know from other studies that thisis not the case for random magnetic �elds. Then our results support the conjecturethat a disorder term has to break the continuous symmetry of the original sys-tem (here the 1D Heisenberg model) to induce exponential decay in the correlationfunctions.However, disorder may very well a�ect the shape of experimental observablessuch as the lineshape of the dominant magnetic Raman peaks in the cuprate pre-cursors. It has been an outstanding problem in the Raman community why thetwo-magnon features observed in the cuprates have a broad width and asymmetrythat seem incompatible with calculations on the 2D spin-1/2 Heisenberg antiferro-magnet, which has been otherwise very successful in predicting physical propertiesfor these systems. Thus, it seems natural to propose external mechanisms, such asphononic induced disorder, to account for these features. We have shown such a sce-nario to be compatible with the widths and asymmetries in the B1g and A1g channelsobserved in the insulating parent compounds of the cuprate superconductors.[161]Furthermore, a phonon mediated broadening is suggested by the apparent tem-perature dependence of the observed lineshapes. Also, since theA1g Raman operatorcommutes with the pure 2D Heisenberg Hamiltonian, there has to be an additionalsymmetry-breaking term in the model to account for the �nite spectral weight ob-served in that channel. The mechanism we propose produces such a structure whichis peaked around an energy transfer of 3J consistent with the experiments.



168Although we have gained some understanding of the cuprates at half-�lling interms of a 2D Heisenberg antiferromagnet and weak inter-plane magnetic couplinggiving rise to a �nite N�eel temperature of 300K, there is much controversy aboutwhat happens in the doped systems. In particular, long-range antiferromagneticorder disappears rapidly upon hole-doping. However, there are strong indications forrobust short-range magnetic correlations provided by NMR and Neutron scatteringexperiments. In contrast to the conventional superconductors, such as Pb where thesuperconducting condensate forms due to electron-phonon interactions, magneticuctuations in the high-Tc materials do not act as \pair-brakers". On the contrary,there are scenarios which propose spin-uctuation mediated pair-formation in thedoped cuprates.Then it becomes important to study the e�ect of short-range magnetic correla-tions on the Fermi surface of these materials as a function of doping.[163] Indeed, atlow enough hole doping (� � 15%) we have observed two distinct features in the spec-tral function A(p; !) and the momentum distribution function n(p) = R d!A(p; !)which deviate from normal Fermi Liquid behavior and can be attributed to short-range antiferromagnetic uctuations :� As a remnant of magnetically induced folding of the unit cell at half-�lling- the antiferromagnetic unit cell is twice as large as the original unit cell -there are Photoemission bands observed in recent experiments that cannotbe understood by simple band theory arguments. However, in our numericalstudy of the corresponding spectral function, we have argued that these shadowbands are possibly induced by short-range antiferromagnetic uctuations, andshould be observable up to a doping level of � � 15%.



169� Some transport measurements on the cuprates at low hole-doping (� < 10%)and low temperatures suggest the presence of small pocket-like Fermi surfacesrather than a large topologically connected Fermi surface. We have shown,that there is indeed some evidence suggesting the presence of hole-pocketsin both the t-J and the one-band Hubbard model in 1D and 2D.[164] Thisbehavior does not necessarily violate Luttinger's theorem - which states thatthe volume of the Fermi sea is equal to that of the non-interacting electron gas-, since this conjecture strictly only applies to non-gapped metallic systems.Also, it has been under much discussion whether there is a quasiparticle-likeband distinct from the lower Hubbard band in models of strongly correlated elec-trons. Using both exact diagonalization and Quantum Monte Carlo techniques, wehave argued[165] that up to hole-doping levels of � � 15% there are two distinctfeatures in the spectral function, namely a lower Hubbard band which disperseswith an energy scale given by the hopping integral t, and a quasiparticle band witha smaller energy scale given by the exchange integral J. When the antiferromag-netic correlation length �AF becomes negligible (at higher doping levels) there is acrossover into a regime where the dispersion of the quasiparticles resembles that ofa weakly interacting system.Commonly, the long-range Coulomb tail is suppressed in studies of systems ofcorrelated electrons since it is di�cult to handle analytically. In our study of thee�ect of such long-range interactions on the phase diagram of the t-J model, we foundthat there is a strong competition between superconducting and charge-density-wavephases.[166] We also showed that the modulation of the charge-density-wave depends



170strongly on the strength of the interaction parameters. These features are found tobe generic for electronic models in low dimensions.We hope to have shown in this thesis that the exact diagonalization method isa valuable tool to determine the dynamical properties of fermionic systems in thepresence of strong Coulomb repulsions and random interactions. In particular, inthe absence of controlled analytical techniques which can treat strong correlationswithout bias, some insight into the physics of the high-Tc cuprates and some organicantiferromagnets has been gained using numerical techniques. With the exponentialincrease of present day computer capacities we expect to be able to apply the exactdiagonalization method to larger clusters in the near future.
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APPENDIX ASTRONG COUPLING EXPANSION OF THE HUBBARD MODELThis appendix is based on class notes provided by Dan Du�y for the courseon high-Tc superconductivity taught by E. Dagotto in the spring of 1994. Thederivation of the t-J model is based on "Electron Correlations in Molecules andSolids" (Springer verlag series in solid-states sciences number 100) by P. Fulde.In order to study the e�ects of strong interactions between electrons, it is usefulto study the Hubbard model in the limit of strong coupling, i.e., U/t � 1. TheHubbard model can be written as:H = UXi ni"ni# � t X<i;j>;�(cyi�cj� + h:c:) (A.1)H = HU +Ht (A.2)where U contains the strong Coulomb interaction between electrons, t is the hoppingintegral, cyi� creates an electron of spin � =" or # at site i, while ci� destroys anelectron of spin � at that site. `i' denotes a vector, i.e. i=(ix; iy) in the 2D case.If we take the U-term as the unperturbed Hamiltonian, then we have a highlydegenerate ground state of energy equal to zero. At half-�lling, there is one spinper site (no doubly occupied sites) with a total of 2N possible con�gurations. Awayfrom half-�lling, the ground state again does not have any doubly occupied sites butit contains holes. The �rst excited state therefore has an energy of U and containsone doubly occupied site. The second excited state has energy 2U with two doublyoccupied sites, and so on. 172



173When we apply the hopping term as a perturbation, the degeneracy is lifted.Instead of having all 2N ground states located at zero energy, there will be a bandof states located around the energy of zero. Similarily, the excited states of U, 2U,etc. become bands of states. By applying perturbation theory up to second order,we can generate an e�ective Hamiltonian - the t-J Hamiltonian - which correspondsto the lowest energy band of the Hubbard problem.A.1 Derivation of the E�ective HamiltonianIf we start with the usual matrix equationH j 	 >= E j 	 >; (A.3)we can expand j 	 > in a complete basis that contains all possible spin con�gurationsfor a given number of electrons on the lattice. For example, suppose we had a linearchain of four sites with four electrons. Two possible basis states can be constructedby j " # " # > = cy1"cy2#cy3"cy4# j 0 >j " # 0 "# > = cy1"cy2#cy4"cy4# j 0 >;where the creation operators are acting on the vacuum state. Then, we can see thatwe can break the basis states up into two subsets: the lower band which containsno doubly occupied sites (L total states), and the upper band which contains all therest of the states which have double occupancy (M total states). Therefore,j 	 > = j 	p > + j 	q >; (A.4)



174where j 	p > = Xl Al j l > (A.5)j 	q > = Xm Am j m > : (A.6)Note that l � n (i.e., l is a subset of n) with no doubly occupied sites, and m � nwith doubly occupied sites.Now we can write in matrix form, the equation we want to solve, Eq. (A.3).
H H

H H
= E

Ψ

Ψ

Ψ

Ψ

P

Q

P

Q

PP

QP

PQ

QQNote that we have broken up the Hamiltonian into four parts. Hpp is only the partof the Hamiltonian that acts on states with no doubly occupancy, i.e., the lowerband. Similarily, Hqq is only that part of the Hamiltonian which acts on states thathave at least one doubly occupied site. Hpq and Hqp connect the upper and lowerbands.Multiplying these matrices out gives the following matrix equations:Hpp j 	p > +Hpq j 	q > = E j 	p > (A.7)Hqp j 	p > +Hqq j 	q > = E j 	q > (A.8)We can eliminate j 	q > in the equations above to get an expression just for j 	p >.However, the order of the operators is important to consider. Therefore, from Eq.(A.8), Hqp j 	p > = (E �Hqq) j 	q >



175j 	q > = 1E �HqqHqp j 	p >Now, when we put this result back into Eq. (A.7.), we obtain a \Schroedinger-like"equation for the subspace j 	p > only:(Hpp +Hpq 1E �HqqHqp) j 	p > = E j 	p > : (A.9)Thus, we can de�ne the e�ective Hamiltonian to be~H = Hpp +Hpq 1E �HqqHqp: (A.10)Now that the Hilbert space has been divided into two bands, we can createprojection operators that will project out the basis states that lie in those bands. Letthe lower band have another projection operator P and the upper band projectionoperator Q. If we only want that part of the Hamiltonian that acts on states of nodouble occupancy, we need to do the following matrix multiplication:
H H

H H

PP
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HPP1 0

0 0

1 0

0 0
=

0

0 0Therefore, we can write Hpp = PHP . We can thus de�ne our projection oper-ators P and Q as follows: P = Yi (1� ni;#ni;") (A.11)Q = 1� P: (A.12)Also, we have Hpp = PHP; Hqq = QHQ (A.13)Hpq = PHQ; Hqp = QHP: (A.14)



176Putting this into our e�ective Hamiltonian gives the general result:~H = PHP � PHQ 1QHQ� EQHP: (A.15)The second term of the e�ective Hamiltonian contains operators in the denom-inator which pose some problem when acting on the state j 	 >. When QHP actson this state, P projects out only those states with no double occupancy. Then, H,which in this case is only Ht, has to create a double occupancy, otherwise the Qwill kill it. Therefore, the fractional term in the e�ective Hamiltonian only acts onstates that have just one doubly occupied site. We need only consider that part ofQHQ with U along the diagonal and o� diagonal elements of order t. In the limit oflarge U, we can approximate QHQ ' U. Then, making an expansion, we can write1QHQ� E ' 1U � E = 1U (1 + EU + :::): (A.16)As U gets large, the large on-site repulsion of the electrons will make the contri-butions of the upper band to our state j 	 > small. Therefore, the energy of thestate will not diverge as U gets large; it will be �nite as U ! 1. Thus, we canapproximate: 1QHQ� E ' 1U : (A.17)Then, our e�ective Hamiltonian in the limit of large U is given by:~H = PHP � 1U PHQQHP: (A.18)The second term of the e�ective Hamiltonian assures that when it acts on some stateof our system, it is acting only on one of those states that has no doubly occupiedsites. Then, the right H creates a virtual doubly occupied site before the leftmostH moves one of the spins o� of the doubly occupied site onto a hole.



177A.2 t-J ModelFrom the de�nition of P, Eq. (A.11), we can �rst evaluate PHP. Since the leftP ensures that we are acting on states with no double occupancy, we can replace Hwith just the hopping term of the Hamiltonian. The Coulomb repulsion term doesnot contribute. Therefore,PHP = PHtP = �tYl (1� nl"nl#) X<i;j>�(cyi�cj� + h:c:)Yk (1 � nk"nk#): (A.19)We will only need to consider the case when l = i,j and when k = i,j. The otherterms of the products will become unnecessary later when we claim to only act onstates with no double occupancy. Then, we havePHtP = �t X<ij>(1 � ni"ni#)(1� nj"nj#)[cyi"cj" + cyi#cj# + h:c:](1� ni"ni#)(1� nj"nj#):Note that we have explicitly written out the sum over the spins. Let us consideronly the �rst term of the above equation. Since i and j are nearest neighbors i willnot be equal to j. We can then commute the i and j operators according to theanticommutation relation cyi�; cj�0 = �i;j���0 : (A.20)Therefore, the �rst term can be written as(1� ni"ni#)cyi"(1 � ni"ni#)(1 � nj"nj#)cj"(1 � nj"nj#):Next note that cyi"(1� ni"ni#) = cyi" � cyi"cyi"ci"ni# = cyi"; (A.21)



178where we have invoked the Pauli Exclusion Principle:cj�cj� j � > = 0cyj�cyj� j � > = 0: (A.22)The �rst term now looks like (1� ni"ni#)cyi"cj"(1�nj"nj#). Since, cyi" creates a spin-up and ni" will just count that spin, we can write (1 � ni"ni#)cyi" = (1 � ni#)cyi".Therefore, the �rst term becomes (1 � ni#)cyi"cj"(1 � nj#). We can then de�ne holeoperators, i.e. operators that only give a non-zero result when acting on a hole, byĉyi� = cyi�(1 � ni��); ĉi� = ci�(1� ni��): (A.23)Note that these creation and annihilation operators only act in the reduced Hilbertspace of no doubly occupied sites. Therefore, the �rst term of the PHP term reducesto ĉyi"ĉj". Then the full PHP term can be written asPHP = �t X<i;j>�(ĉyi�ĉj� + h:c:): (A.24)In order to evaluate PHQ and QHP, we again use the full Hubbard Hamiltonian,Eq. (A.1). However, since the P projects into the space of no doubly occupiedsites, the HU term in the Hamiltonian will not contribute. We are thus left with thehopping term:QHtP = (1 � P )HtP = HtP � PHtP= X<i;j>�Yl (1� nl"nl#)(cyi�cj� + h:c:)+ Yl (1 � nl"nl#) X<i;j>�(cyi�cj� + h:c:)Yk (1 � nk"nk#): (A.25)



179As above, we need only to consider those cases where the projection operators haveterms of subscript i and j. This leaves us withQHtP = X<i;j>� cyi�cj�(1 � ni"ni#)(1 � nj"nj#)+ X<i;j>�(1� ni"ni#)(1� nj"nj#)cyj�ci�(1 � ni"ni#)(1 � nj"nj#):(A.26)Using the results of Eq. (A.21), we can rearrange the terms in HtP . Also, using ourresult for PHP, Eq. (A.24), we can write for the �rst term of the spin sumQHtP = X<i;j>[cyi"cj"(1� nj"nj#)� (1� ni#)cyi"cj#(1� nj#)]: (A.27)Adding the two terms in the above equation givesQHtP = X<i:j> ni#cyi"cj"(1� nj#): (A.28)The entire term of QHP can be written asQHtP = X<i;j>�(ni��cyi�cj�(1 � nj��) + h:c:): (A.29)A similar argument holds for the PHQ term to getPHtQ = X<i;j>�((1� ni��)cyi�cj�nj�� + h:c:) (A.30)Putting these two terms together is di�cult. Initially, one might expect to writetwo separate pairs of indices, one for the PHQ term and the other for the QHP term.Furthermore, one might expect these pairs of indices, say < i; j > and < l; k > tobe independent of one another. However, that is not the case. The QHP creates avirtual doubly occupied site and relies on the PHQ to remove the doubly occupance.Therefore, we have only three indices, of which two are nearest neighbors to the third



180index. Thus, we can write:PHtQQHtP = X<i;j><j;k>�� ((1� ni��)cyi�cj�nj�� + h:c:)(nj��cyj�ck� (1� nk�� ) + h:c:) (A.31)where we have included speci�cally two di�erent spins � and � . We will then haveto consider two cases: when the spins are equal and when they are antiparallel. Wewill only consider the �rst term of the above equation.Altogether, there will be four cases to consider: (1) when the spins are paralleland i and k are di�erent, (2) when the spins are antiparallel and i and k are thedi�erent, (3) when the spins are parallel and i and k are the same, and (4) when thespins are antiparallel and i and k are the same. We start with the two cases wherei and k are di�erent.Case 1. First, consider when � = � :A = X<i;j;k>�(1� ni��)cyi�cj�nj��nj��cyj�ck�(1 � nk��)= X<i;j;k>� ĉyi�cj�nj��cyj� ĉk�= X<i;j;k>� ĉyi�cj�cyj�nj�� ĉk�= X<i;j;k>� ĉyi�(1 � cyj�cj�)nj�� ĉk�= X<i;j;k>�(ĉyi�nj�� ĉk� � ĉyi�nj�nj�� ĉk�) (A.32)Note that we have used the anticommutation relations of the creation and annihi-lation operators to move terms around, given by:fcyi�; cj;�g = �i;j��;�fcyi�; cyj�g = 0fci�; cj�g = 0 (A.33)



181Also, note that we have used n2j�� = nj��nj�� = nj��, which is valid since nj�� canbe only 0 or 1. Since we start out with states that have no doubly occupied sites,then the last term will not contribute since either nj� or nj�� will be zero. Thus,we are left with the following contribution:A = X<i;j;k>� ĉyi�nj�� ĉk�: (A.34)Case 2. Now we will consider the case when i is not the same as k and the spinsare antiparallel. This term will be:B = X<i;j;k>�(1 � ni��)cyi�cj�nj��nj�cyj��ck��(1� nk�)= X<i;j;k>� ĉyi�cj�nj��nj�cyj�� ĉk��= X<i;j;k>� ĉyi�cj�nj��cyj��nj�ĉk��= X<i;j;k>� ĉyi�cj�cyj��cj��cyj��nj�ĉk��= X<i;j;k>� ĉyi�cj�cyj��(1� cyj��cj��)nj� ĉk��= X<i;j;k>� ĉyi�(cj�cyj��nj� � cj�cyj��cyj��cj��nj�)ĉk��: (A.35)The second term of the above tries to create two spins at site j. Since this is notallowed by the Pauli Principle, we must ignore this term. We then have:B = X<i;j;k>� ĉyi�cj�cyj��nj� ĉk��= � X<i;j;k>� ĉyi�cyj��cj�nj� ĉk��: (A.36)Looking at the number operator in the above equation, we can see that it is unnec-essary. If there is a spin � on site j, the number operator will count that spin andthen the destruction operator will destroy that spin. If there is no spin � on site j,



182the number operator returns zero. This has the same e�ect as if we just applied thedestruction operator. This can also be seen from the commutation relations, whenwe try to permute those two terms. Upon permutation, we are left with a term ofcj� and another of cyj� cj� cj�. The second term must be ignored due to the PauliPrinciple. Thus, we are left with:B = � X<i;j;k>� ĉyi�cyj��cj�ĉk�� : (A.37)Case 3. The next two cases are for i and k being equal. We �rst consider the casewith � = � . This gives us:C = X<i;j>�(1 � ni��)cyi�cj�nj��nj��cyj�ci�(1� ni��)= X<i;j>� ĉyi�cj�nj��cyj�ĉi� (A.38)Case 4. When the spins are antiparallel:D = X<i;j>� ĉyi�cj�nj��nj�cyj�� ĉi��= X<i;j>� ĉyi�cj�nj�nj��cyj�� ĉi��= X<i;j>� ĉyi�cj�cyj�cj�nj��cyj�� ĉi��= X<i;j>� ĉyi�(1 � cyj�cj�)cj�nj��cyj�� ĉi��: (A.39)The second term above must be ignore because of the Pauli Principle. Continuing,we have: D = X<i;j>� ĉyi�cj�cyj��cj��cyj�� ĉi��= X<i;j>� ĉyi�cj�cyj��(1 � cyj��cj��)ĉi��= X<i;j>� ĉyi�cj�cyj�� ĉi��: (A.40)



183Note, again we have dropped the second term because of the Pauli Principle.Putting all four terms (A, B, C, and D) together, the e�ective Hamiltonian isstill incomplete. We have not taken into account the three other terms in Eq. (3.13).When doing so, similar calculations can be made to �nd the e�ective Hamiltonianto be: ~H = H1 +H2 +H3 (A.41)where H1 = �t X<i;j>�(ĉyi� ĉj� + h:c:) (A.42)H2 = �2t2U X<i;j>�(ĉyi�cj�nj��cyj� ĉi� + ĉyi�cj�cyj�� ĉi��) (A.43)H3 = �t2U X<i;j;k>�(ĉyi�nj�� ĉk� � ĉyi�cyj��cj�ĉk�� + h:c:) (A.44)In order to make the e�ective Hamiltonian look more like the t-J model, we canrewrite the second term of the Hamiltonian as follows. Only looking at the �rstterm of H2, we have:1st Term of H2 = ĉyi�cj�nj��cyj� ĉi�= ĉyi�cj�cyj�nj�� ĉi�= ĉyi�(1� cyj�cj�)nj�� ĉi�= ĉyi�nj�� ĉi� � ĉyi�nj�nj�� ĉi�: (A.45)The second term will not contribute in the reduced Hilbert space of our problem,i.e., there is no double occupancy at site j. That leaves us with,H2 = �2t2U X<i;j;k>�(ĉyi�nj�� ĉi� + ĉyi�cj�cyj�� ĉi��)



184= �2t2U X<i;j;k>�((1 � ni��)ni�nj��(1 � ni��) + ĉyi�cj�cyj�� ĉi��)= �2t2U X<i;j;k>�((1 � ni��)ni�nj�� + ĉyi�cj�cyj�� ĉi��); (A.46)where we have used (1� ni��)2 = (1� ni��). Thus, if we only consider the reducedHilbert space of the problem, we have,H2 = �2t2U X<i;j;k>�(ni�nj�� + cyi�cj�cyj��ci��)= �2t2U X<i;j;k>�(ni�nj�� + cyi�ci��cj�cyj��)= �2t2U X<i;j;k>�(ni�nj�� � cyi�ci��cyj��cj�) (A.47)This term seems unfamiliar until we look at the spin operators de�ned by~Si = 12X�� cyi� ~���ci� (A.48)where these operators act in the reduced Hilbert space of no doubly occupied sites.In component form, the spin operator for site i looks like,Sxi = X�� cyi��x��ci� (A.49)where �x is the usual Pauli spin matrix for a spin 1/2 particle. Also, cyi is a rowmatrix consisting of cyi = (cyi"; cyi#); (A.50)and ci is just the hermitian conjugate of the above (which gives us a column matrix).Multiplying out the terms gives us,Six = 12(cyi"ci# + cyi#ci") (A.51)Siy = � i2(cyi"ci# � cyi#ci") (A.52)Siz = 12(cyi"ci" � cyi#ci#): (A.53)



185Now look at the dot product of two spins of nearest neighbor sites.~Si � ~Sj = 14((cyi"ci# + cyi#ci")(cyj"cj# + cyj#cj")+ i2(cyi"ci# � cyi#ci")(cyj"cj# � cyj#cj")+ (cyi"ci" � cyi#ci#)(cyj"cj" � cyj#cj#)) (A.54)Several of the above terms will cancel to give us,~Si � ~Sj = 14(2cyi"ci#cyj#cj" + 2cyi#ci"cyj"cj#+ ni"nj" + ni#nj# � ni"nj# � ni#nj") (A.55)Next, we want to look at the above equation minus a factor of ninj where ni =ni" + ni#. Then,~Si � ~Sj � 14ninj = 14(2cyi"ci#cyj#cj" + 2cyi#ci"cyj"cj#+ ni"nj" + ni#nj# � ni"nj# � ni#nj"� ni"nj" � ni#nj# � ni"nj# � ni#nj")= 12(cyi"ci#cyj#cj" + cyi#ci"cyj"cj# � ni"nj# � ni#nj"): (A.56)If we include the summation over the spins explicitly, we get~Si � ~Sj � 14ninj = 12X� (cyi�ci��cyj��cj� � ni�nj��): (A.57)If we consider the reduced Hilbert space, this term is exactly like the second term ofour e�ective Hamiltonian, up to a factor of two. Thus, �nally, we have the e�ectiveHamiltonian - the t-J model - including 3-site terms:Ht�J = �t X<i;j>�(ĉyi�ĉi� + h:c:) (A.58)



186+ J X<i;j>�(~Si � ~Sj � 14ninj) (A.59)� t2U X<i;j;k>�(ĉyi�nj�� ĉk� � ĉyi�cyj��cj�ĉk� + h:c:) (A.60)where the factor J is de�ned as J = 4t2=U .The �rst term of the above t-J model (including the three site term ) describeshopping processes of spins from one site to an unoccupied site on the lattice. Thisprocess tends to destroy the established antiferromagnetic order since it mixes spinsamong the two sublattices. This process is shown in Fig A.1(a). Note that thisterm cannot create a doubly occupied site since we have creation and annihilationoperators only acting in the subspace of no double occupance. The second termis just the interaction of the spins between nearest neighbor sites. This term cancause spin deviations, i.e., spin waves, in the system. One such interaction betweenspins can cause nearest neighbor spins to ip. Note, though, that the spins do notactually change position, they just change orientation (Fig. A.1(b) ).Finally, the three site terms describe the movement of a spin from a given site toa virtual state that is doubly occupied and �nally to a third site which is unoccupied.In e�ect, the hole is moved from a site k to a site i, i.e., along the diagonal (Fig.A.1(c) ). For the most part, the three site terms are ignored. This assumption isreally only valid at half-�lling when there are no holes. When doping occurs, theseterms start to play a role in the Hamiltonian. However, when the doping is low, i.e.,you are close to half-�lling, it is a good approximation to neglect these terms notonly because of a low density of holes, but because of the coe�cient in front of thethree site terms. Since the coe�cient is of order t2=U , it will play a much smallerrole than the H1 term which has a coe�cient of t.
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Figure A.1: Hopping processes in the extended t-J model.



APPENDIX BDIAGONALIZATION OF A 4-SITE CLUSTERAs an illustrative example, mainly directed to beginning graduate students thatmay be learning the exact diagonalization method, we solve the problem of diag-onalizing the Heisenberg Hamiltonian for a 4-site cluster with periodic boundaryconditions. The 4-site cluster is unique, since it represents a one-dimensional aswell as a two-dimensional system, when periodic boundary conditions are applied.This can be seen when the Heisenberg Hamiltonian is expanded in its individualterms for the two cases :H1D = JXi Si � Si+1 = J[S1 � S2 + S2 � S3 + S3 � S4 + S4 � S1]H2D = J X<ij> Si � Sj = J[S1 � S2 + S2 � S3 + S3 � S4 + S4 � S1] (B.1)In the 2D case, the bracket denotes summation over nearest neighbor pairs. A con-venient basis in which the Hamiltonian operator may be represented is given by allpossible Ising con�gurations ( j """"i; j #"""i; j ##""i; etc.). It is easy to see that theHamiltonian matrix is blockdiagonal corresponding to the accessible Sztot-subspacesin this representation, e.g. for the 4-site chain we have Sztot = �2;�1; 0; 1; 2. Itturns out that the groundstate for the �nite systems we consider is usually a singletstate with zero momentum. With that a priori knowledge we will only considerSztot = 0 in this example. However, there are exceptions to this set of quantumnumbers depending on the choice of parameters (like i.e. exchange-coupling and188



189hopping integrals, or Hubbard repulsion), �llings, boundary conditions and latticesize. The Sztot = 0 basis is given by 6 states :j ##""i; j #"#"i; j #""#i; j "##"i; j "#"#i; j ""##i: (B.2)In this reduced basis the Hamiltonian assumes the form :H = J 0BBBBBBBBBBBBBBBB@ 0 1=2 0 0 1=2 01=2 �1 1=2 1=2 0 1=20 1=2 0 0 1=2 00 1=2 0 0 1=2 01=2 0 1=2 1=2 �1 1=20 1=2 0 0 1=2 0
1CCCCCCCCCCCCCCCCA ; (B.3)where �h = 1. The eigenvalues and eigenvectors of this small matrix can be obtainedanalytically. They are given byeigenvectors eigenvalues1p3 [j #"#"i+ j "#"#i]� 1p12[j ##""i+ j #""#i+ j "##"i+ j ""##i] -2J1p2 [j #"#"i � j "#"#i] -J1p6[j #"#"i+ j "#"#i+ j ##""i+ j #""#i+ j "##"i+ j ""##i] J12[j ##""i � j #""#i � j "##"i+ j ""##i] 012 [j #""#i � j "##"i+ ij ##""i � ij ""##i] 012 [j #""#i � j "##"i � ij ##""i+ ij ""##i] 0For the eigenvalue '0' there is a threefold degeneracy. Thus any mutually orthog-onal linear combination of the eigenvectors listed for this value would be a solutionas well.



190By applying the translational operator to the groundstate we verify that thegroundstate momentum of this system is indeed k = 0. Now we will consider thee�ect of translating each basis state by one lattice spacing to the right (r=1):T̂r=1(k) 1p6[j #"#"i + j "#"#i+ j ##""i+ j #""#i+ j "##"i + j ""##i]= 1 � 1p6[j "#"#i + j #"#"i+ j "##"i+ j ##""i+ j ""##i + j #""#i]= e(�ikr) 1p6[j #"#"i + j "#"#i+ j ##""i+ j #""#i+ j "##"i + j ""##i] (B.4)From e(�ikr) = 1 it follows that k = 0. Similarily it can be shown that the eigenstateswith energy -J and J have momentum k = � and k = 0 respectively. The E=Jstate di�ers from the E=-2J state in that it has S2 = 1 while the groundstate is asinglet. The threefold degenerate E=0 states have momenta k = �; �=4 and 3�=4respectively.Since all eigenstates have momentum as a good quantum number it is a goodidea to incorporate the momentum already in the choice of basis states, and thusto decrease the size of the matrix to be diagonalized. Let us set up the basis withmomentum k = 0 by applying the translational operator to a given representative(i.e. j ##""i), and generate from this con�guration a class of basis states which forma new basis state with good momentum :e(�i0�0)j ##""i+ e(�i0�1)j "##"i+ e(�i0�2)j ""##i] + e(�i0�3)j #""#i;e(�i0�0)j #"#"i+ e(�i0�1)j "#"#i (B.5)These classes need to be properly normalized by factors 12 and 1p2 respectively tobecome an orthonormal basis. The Hamiltonian in the subspace of k=0 is now



191represented by a 2x2 matrixHk=0 = J 0@ 0 p2p2 �11A ; (B.6)with eigenvalues -2J and J, and the corresponding eigenvectors are given in the tableabove.Similarily, the k = � block of the Hamiltonian becomesHk=� = J 0@ 0 00 �11A ; (B.7)which is already diagonal. The subspaces k = �=4 and k = 3�=4 have only onestate with E=0 each.As can been seen from this example, by introducing symmetries and working inthe appropriate Sztot - subspace the e�ective Hilbert space for a given problem can bereduced dramatically, in particular for a cluster with N sites translational invarianceyields a reduction of almost 1/N in the size of the Hilbert space (this becomes exactin the bulk limit N !1).In addition to the translational symmetry - which in general yields the great-est reduction in Hilbert space - spin-inversion and rotational symmetries can alsobe implemented. These symmetries typically give a reduction of 1/2 (1/4) in thenumber of basis states. Using the spin-inversion symmetry the basis can be reducedto 12[j ##""i � j ""##i];12[j #"#"i � j "#"#i];12[j #""#i � j "##"i]: (B.8)



192The groundstate is contained in the `+'-blockH+ = J 0BBBB@ 0 1 01 �1 10 1 01CCCCA ; (B.9)which has eigenvalues -2J,0 and J. Hence these states have even parity under spin-inversion while the remaining three states behave odd under this transformation.Finally, several symmetries can be applied at the same time. In our example,the subsequent application of even spin-inversion to the k=0 basis-subset does notgive a Hilbert space size reduction since the two k=0 states are already even underspin-inversion. However, for bigger systems the action of the various symmetriesdecouple, and each one yields a considerable reduction in the number of basis states.Since there still remains a large matrix after exhausting all available symmetries.it becomes important to �nd algorithms which deal e�ciently with large - and ingeneral sparse - matrices. If only the groundstate and the �rst few excited stateswhich comprise the low-energy physics of a given quantum system are needed, theLanczos algorithm in particular is a viable numerical tool.
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